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JIIATHOCTUKA CUJIOBOI YCTAHOBKHU BE3MIJIOTHUX JITAJIbHUX ATIAPATIB
HA BA3I EJIEKTPOIIUBOAY

Y cmammi poszensmymo numanns Oiacnocmuxu cunogoi ycmauosku Oesninomuux aimanvrux anapamis (BIIJIA), wo
@ynryionyloms Ha 6asi enexmponpueooy, 3 GUKOPUCAHHAM IHMENEKMYANbHUX MEeXHON02il aHai3y 0aHux. Y Konmekcmi cy4acHux
BUKTIUKIB, 3YMOBNICHUX 30POUHOI0 azpecicio npomu YKkpaiuu, akmyanbHicms 00CIONCEHHS 3yMO6/IeHa HeOOXIOHICMIO 3a0e3neueHHs.
be3neynoi excniayamayii a8MOHOMHUX JIMATbHUX CUCTIEM ) DeiOHAX I3 NOUWKOONMCEHOI [HDPACMPYKmMypor ma 00MeHCeHO
@yuKyioHaneHicmio meneKoMyHiKayiiHux mepeosc. Busnaueno, wo egpexmuenicmo ¢pynxyionyeanns bBIIJIA 3uaunor miporo
3a1exHCUMb 8i0 CMAHY 1020 CULOBOI YCIMAHOBKU, A Omice, 80 CBOEYACHOCME MA MOYHOCMI OIA2HOCMYBAHHA eNeKMpPOnpueoia y
npoyeci no1vbomy.

OchosHy ysacy 30cepediceHo Ha po3poONeHHT KOHYENnMyaibHuX 3acad nobyo0osu cucmemu MOHIMOPUHEY MEXHIYHO20
CMawny enekmponpugooy Ha 6asi wmyunux Hetponnux mepesic (LLIHM) i3 euxopucmanusm cepedosuwa TensorFlow. [Iposedeno
AHANI3 CYHACHUX MEHOeHYIll PO36UMKY MEeXHON02I 2TUOUHHO2O HABYAHHA, 5KI 3a06e3neuyioms MONCIUBICIb PO3NIZHABAHH
HENIHIIHUX 3ANeXHCHOCMEN MIdC Nnapamempamu (QYHKYIOHY8AHHS CUN060T YCMAHOSKU ma il OlaeHOCMUYHUMU NOKAZHUKAMU.
Poskpumo cmpykmypy munogoi HetipOHHOT Mepedict, Wo GKIIOUAE 6XIOHUL, NPUXOBAHT MA BUXIOHUL WAPU, KL Peanizyioms HeliHIlHI
nepemeopenHsa 6XioHux cueHanie. Oxapaxmepuszo8ano arcoOpummu ONMuUMizayii HaYaIbHO20 npoyecy (30Kpema CMoXACTNUYHULL
epadienmuuil cnyck, Adam, RMSProp) ma @pyuxyii smpam, wo 3acmocogyomuvcs 01 Kiacugikayii mexuiuHo2o cmamy eieKmpuidHux
08UZYHIB NiO Yac eKCnIyamayii.

Y po6omi o6rpynmosano ooyinenicms euxopucmantsa API TensorFlow Keras 013 no06yoosu, mpenyeanus ma mecmyeaHHs
MoOeneu Oiaenocmuku cunosux ycmarnoeok bBILJIA. Tloxazano, wo 3anpononosanuli nioxio 0ae 3mo2y GUHAYAMuU 3 6UCOKOI0
MOYHICMIO PiBeHb NPaye30amuocmi eeKmpoOSUSYHI6 y PeaibHOMY YACl, GUAETSMU GIOXUTIEHHS 810 HOMIHANILHO20 PEXCUMY pobomu
ma npozHo3yeamu MOICIUGI 8i0M08uU. 30Kpema, eKxcnepuMeHmanvHti pe3yiomamu IMimayittHo2o MoOenio8ants. niomeepounu, wo
po3pobnena modenb 30amHa KIACUDIKYEamu Cman CUl08oi YCMAHOBKU 3d MPbOMAd KAMe2OPIAMU — CAPAGHUL, YMOBHO
npayezoamuuil i KpumuuHuti — i3 moynicmio nonao 95 %.

JlemanvHo posensHymo npoyec nody0osu HeupoHHOI MoOeni, 6KIIOUHO 3 nidOopom cinepnapamempie, KilbKicmio
NPUX0BAHUX wiapié i HeupoHis, eubopom @yuxyit axmusayii (ReLU, Softmax) ma napamempie naguanus. Iliokpecieno poias
anapamuozo npuckopentnsa (GPU, TPU) ons 3abe3neuents onepamusHoi 00pooKu 6enuxo2o oocaey 0ideHOCMUYHUX OGHUX Y PeAHCUMI
peanvhoco uacy. Hasedeno pesynomamu ananizy eniugy apXimexmypu Heupomepedici Ha WeUOKICmb 30IJCHOCMI aneopummy
HABYAHHA MA CMIUKICMb 00 NePeHA8UAHH.

3pobreno eucnosox, wo 3anponoHoanull Memoo OiacHOCMUKU CUL0BOI YCMAHOBKU Ha 6a3i eneKmponpusooy 3
BUKOPUCIAHHAM WIMYYHUX HEUPOHHUX MEPEdNC € ePEeKmueHuUM [HCMPYMeHmom Ol NIOGUWEHHsT HAOIUHOCMI eKchiyamayii
Oe3niNOMHUX TIMANbHUX anapamis, 0coOIUBO 8 YMOBAX 0OMeHceHOl meneKoMyHikayiiunoi niompumku. [Ilpaxmuune énpoeadscenns
Mmaxkux cucmem 003601UMb 3a0e3neYUmu A6MOHOMHUL KOHMPOTb MEXHIYHO20 CMAHY CUNOBUX €/leMEHMI8, CB0EUACHEe BUABTIEHHS
HecnpasHocmell I 3anobicanHa agapitiHum cumyayiam nio uac noavomy. Ompumaui pesyiomamu MarOmev 3HAYHUL HAYKOBO-
NpAKMUYHULL NOMeHYian O NOOAnbUOI PO3POOKU KOMNIEKCHUX CUCHeM eXHIYHOI 0iazHOCTUKY, THMe2pO8aHUX y CIMpPYKmMypy
cucmem agmoninomy BIIJIA.

Knrwuosi cnosa: 6esninomuuil 1imaneHutl anapam, eleKkmponpusio, Cuilosa yCmaHosKd, 0laeHOCMUKAd, WMYYHA HelpOHHA
mepedxca, TensorFlow, enubunne naguanns, mexuiynuti cmam, MOHimopune, 6e3nexa ekcniyamayii.
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DIAGNOSIS OF THE POWER PLANT OF UNMANNED AERIAL
VEHICHLES BASED ON ELECTRIC DRIVE

The article addresses the issue of diagnosing the power plant of unmanned aerial vehicles (UAVs) based on electric drives using intelligent
data analysis technologies. In the context of modern challenges caused by military aggression against Ukraine, the relevance of this research is
determined by the need to ensure the safe operation of autonomous aerial systems in regions with damaged infrastructure and limited
telecommunication functionality. It has been established that the efficiency of UAV operation largely depends on the condition of its power unit, and
therefore, on the timeliness and accuracy of diagnosing electric drives during flight.
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The main focus is placed on the development of conceptual foundations for constructing a monitoring system of the technical condition of
the electric drive using artificial neural networks (ANN) within the TensorFlow environment. The study analyzes current trends in deep learning
technologies that enable the recognition of nonlinear dependencies between the operating parameters of the power plant and its diagnostic indicators.
The structure of a typical neural network, including input, hidden, and output layers that perform nonlinear transformations of input signals, is
described. Optimization algorithms for the training process (including stochastic gradient descent, Adam, RMSProp) and loss functions applied for
the classification of the technical condition of electric motors during operation are characterized.

The research substantiates the feasibility of using the TensorFlow Keras API for the construction, training, and testing of diagnostic
models for UAV power plants. It is shown that the proposed approach allows for high-accuracy determination of the operational state of electric
motors in real time, detection of deviations from nominal operating modes, and prediction of potential failures. Simulation results confirm that the
developed model can classify the power unit condition into three categories—operational, conditionally operational, and critical—with an accuracy
exceeding 95%.

The process of constructing the neural network model is described in detail, including the selection of hyperparameters, the number of
hidden layers and neurons, activation functions (ReLU, Softmax), and training parameters. The importance of hardware acceleration (GPU, TPU)
is emphasized for ensuring real-time processing of large volumes of diagnostic data. The results of the analysis of the influence of neural network
architecture on the convergence rate of the training algorithm and resistance to overfitting are presented.

1t is concluded that the proposed diagnostic method for power plants based on electric drives using artificial neural networks is an effective
tool for enhancing the reliability of unmanned aerial vehicle operation, particularly under conditions of limited telecommunication support. The
practical implementation of such systems enables autonomous monitoring of the technical state of power elements, timely detection of faults, and
prevention of emergency situations during flight. The obtained results have significant scientific and practical potential for further development of
integrated diagnostic systems incorporated into UAV autopilot architectures.

Keywords: unmanned aerial vehicle, electric drive, power plant, diagnostics, artificial neural network, TensorFlow, deep learning,
technical condition, monitoring, operational safety.
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IMocranoBka npo6Jemu

3BakalouM Ha peastii MOBHOMACIITAOHOTO BTOPTHEHHSI, Traly3i €eKOHOMIKH YKpaiHH MOCTYIOBO 3MiHIOIOTBCS.
TpancnopTHa ramy3p cTaja OJHI€IO 3 HeDaraTboX Taiy3eil KOTpi 3a3HaiM JIOTICTHYHMX, IHPPACTPYKTYPHHUX Ta
KOHLENTYaJbHUX 3MiH MOAAJbIIOro ¢yHKIioHyBaHHsI. OcoO0IMBO 3MIHM TOPKHYJHUCS MUTAHb IIOJO BIPOBAJKECHHS
Cy4YacHHMX CHUCTEM JucrieTdep3auii Ta kepyBaHHS. MK THM, 3MiHH TOPKHYJHUCS 1 TpaHCHOPTHOro mapky. [lowanu
BIIPOBAJKYBATHCSl Y EKCIUTyaTallil0 Ha TepeHax KpaiHW JITalbHI amapaTd 3 MOJKIHMBICTIO TIOBHOTO KepyBaHHS 0e3
JIIOINHH.

BripoBamkeHHS 3a3HaYCHNX TPAHCHOPTHHUX 3aC00IB MAlOTh SIK IMO3UTHBHI ACIEKTH TakK 1 JEesKi 0COOIMBOCTI
BIIPOBAPKCHHS. MIXK THM, y CBITOBOMY KOHTEKCTI IIi MUTAHHS BHPIIIYIOTHCS IUITXOM YIOCKOHAJICHHS MPOTrPaMHOTO
3a0e3neueHHs Ta MOAEPHi3alii 3ac00iB KOHTPOITIO MTPOCTOPY HABKOJIO JIITANBHOTO amapary [1, 2].

OpmHUM 13 OCHOBHHX (DaKTOPIB eKCILTyaTallil TpaHCIOPTHUX 3ac0o0iB € Oe3reka iX (yHKIiIOHyBaHHA. Tomy
BEJIMKA KIUIBKICTh CyYaCHHMX pO3pOOOK Yy IIbOMY HAmpsMi CIpsSMOBaHa Ha MIJBUIIEHHS O€3NeKH eKcIuTyartariii
TPAHCIIOPTHUX 3aCO0IB BCIX THIIIB.

be3yMoBHO, BpaxOBYIOUHM PO3BHTOK CY4aCHHUX HU(PPOBUX Ta TEIICKOMYHIKAIlIMHIX TEXHOJIOTIH, TPaHCIIOPTHI
3ac00M 3 aBTOHOMHUM YIIPaBJIiHHAM MalOTh MOXJIMBICTh 0€3NeuHo (YHKI[IOHYBaTH. AJie OJHUM i3 BaXKJIMBUX YMOB
eKCIlTyartalii Oe3MIOTHUX JITalbHUX anapTiB € X TEXHIYHUH CTaH, 10 MOTpedye peryispHoi, a iHOI MocTiiHOT
JIarHOCTHKH. Y 3B 53Ky 3 UMM € HEOOXIJHICTh BIOCKOHAJICHHS CHCTEM aBTOIJIOTY OE3MMIOTHUX JIITAJIbHUX amnapariB
JUTSL eKCTUTyaTallii B TakuX perioHax [3, 4].

OCHOBHOIO METOIO JOCTIKCHHS € po3po0Ka KOHIENTYAIbHUX 3acall, KOTpi 34aTHI 3a0e3MeunT e(peKTHBHE
Ta Oe3revHe PYHKIIOHYBaHHS OE3IMIJOTHHX JITANBHUX allapariB B PEriOHaX Ha TEPUTOPIi SKUX MPOXOIATH 30pOitHi
KOH(IIIKTH YHACTIJJOK YOTO MEpeki CyJacHHX HU(PPOBUX Ta TEICKOMYHIKAiIHHUX TEXHOJOTIH MalOTh HEIOBHY
(YHKIIOHATBHICT UM B3arajii He PyHKIIOHYIOTE. MeTOr JOCHTiKEHHS € po3po0Ka Ta MPOBEICHHs eKCIICPUMEHTIB Ha
iMiTamidHIA Moaeni 3 MOJaNbIIMM aHali3oM e(QEeKTHBHOCTI BHUKOPHCTAHHS IHTEIEKTyallbHOTO IPOTPaMHOTO
3abe3neueHHs, KOTpe 0a3y€eThCsl Ha IITYYHUX HEHMPOHHUX MEpEekax Ta MarOTh MOXKIIMBICTh BPaxyBaHHS NEPELIKO Ta
CUTHAJIB 13 JIarHOCTUYHOrO OOJaIHAHHS CHJIOBOI YCTAaHOBKM O€3MUIOTHHX JiTalbHUX amnapariB. OcoOJIMBICTIO
3alpONOHOBAaHMX KOHLENTYaJlbHUX 3acajJ € Te, L0 BOHM [Jal0Th MOXJIMBICTh MiJBUIIUTH piBeHb Oe3MeYHOT
eKCIITyaralii Oe3MiIOTHUX JITAIBHUX anapaTiB IUIIXOM PO3Mi3HaBaHHS MOTIpIIeHHs (YHKIIOHYBaHHS €JIeKTPUYHUX
JBUTYHIB ITi] 9aC MOJIBOTY, KOTPi BXOAATH O CKIaTy CHJIOBOi yCTAaHOBKM O€3MIJIOTHHX JIITABHUX amapartis [5, 6].

AHaJni3 ocTaHHIX J0cTiTxKeHb i mydaikaniii

Ha choroyHinIHii 1eHb, akTHBHO BIIPOBAUKYIOTHCS Y Pi3HI Taly3i €EKOHOMIKH NPOTPaMHi TPOAYKTH IITYYHOTO
IHTEJIEKTY, KOTPi MalOTh BUCOKI (DYHKITIOHAJIbHI MOKJIMBOCTI B IIOPIBHSHHI 3 ICHYIOUMMH MTiIXxo1aMu. BripoBapkeHHs
TaKUX MPOTPaMHUX MPOAYKTIB J1a€ MOXKIMBICTD NPUIIBUIMNTHA 00poOKy iH(opMmanii Ta moOymyBaTH iHTEIEKTyalbHi
BipTyaJIbHI CHCTEMI 3JIaTHI IO aHAJi3y JaHWX, a BiATaK 1 MPOLECiB.

besymoBHO, Takuii MiIXig Ma€ BPaxoBYBaTH IIO3UTHBHI Ta HETaTHBHI AaCHEKTH BIIPOBA/UKEHHS TaKHX
MIPOTPAMHUX MPOIYKTIB.

OpHak, ciiJ 3a3HaYUTH, 110 BpaXyBaHHA ACIEKTiB O€3MEeKH eKCIUTyaTallil JiTaJbHUX aapariB, Y TOMY YHCII
0e3MiIOTHUX, Ma€ CTUMYJTFOBATH BIIPOBAKEHHS Cy9aCHUX CUCTEM Ta IMiIXOiB 10 MOOY0BH HAAiHHUX Ta MOTEHI[IHHO
e(peKTUBHUX Oe3neKOBHX cucTeM [1-5].

TensorFlow — 11ie ppeliMBOpK Ipyroro mokoJiHH:, po3podieHuit komanaor Google Brain, skuii y 2015 pori
OyJl0 BWIIYIIEHO SIK open-source mporpamHe 3a0esnedeHHs. OCHOBHOIO MeToro cTBopeHHs TensorFlow crama
HEeOoOXiMHICTh 3a0e3reunTH OLIBII BHCOKY IPOXYKTUBHICT, MOJYJBHICTH 1 MacIITa0OBaHICTh MOPIBHSHO 3
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MOTIEpEeIHIMKA IHCTPYMEHTaMH MarmuHHOro HaB4aHHSA Google, Ttakumm sk DistBelief. 3aBmsxu omrumizoBanii
apxiTeKkTypi, rathopma 3abde3nedye CrpolleHy IHTerpamio y HayKoBi, IPOMHUCIIOBI Ta MOOLIbHI IPOEKTH.

TensorFlow opieHTOBaHa Ha MIMPOKE KOJIO 3aJla4 MAIIMHHOTO HABYAaHHS, OXOILTIOIOYH SK MPOCTI MOJEI JUIs
MOOIUTBHUX TPHUCTPOiB, TaK i BHCOKOHABAaHTAXEHI OOYHUCIIOBAJBbHI CHUCTEMH, IO (YHKIIOHYIOTh Ha THCSYaX
00uUnCITIOBATIbHUX BY3JIB y Jara-neHTpax. Lle 103BosIse ycminHo 3acTocoByBaty 010110TeKy B 3a7a4ax po3Ii3HaBaHHS
00pa3iB, 00poOKK MPUPOAHOI MOBH, T'eHepallii TEKCTy, aBTOMaTU30BaHUX CHUCTEM BIAINOBiJEeH (HampHKIaA, y cepBici
Google Inbox), knacudikaiiii 00'€KTIB, peKOMEHAAIIHHIX CHCTEMAaX TOIIO.

OpHiero 3 xmo4yoBuX nepenar TensorFlow e fioro o6gucmoBanbHa MOJIENb HA OCHOBI TpadiB MOTOKIB JaHUX
(dataflow graphs). ¥V miif momeni By3nu rpada BiAMOBINAIOTH 3a BUKOHAHHS MaTEeMAaTHYHHX OIepamid, a pedpa
OMCYIOTh TEH30pH — OaraTOBHMIipHI MAacHBH JaHUX, SKi IEepeJaroThes MK By3mamu. Came Binm TepMmiHa "TeH30p"
MoXoauTh Hasza matdopmm: Tensor — CTPyKTypa MaHUX, IO NPEACTaBise OaratoBuMipHi MacuBH, i Flow —
MeXaHi3M Ieperadi MUX MacHuBiB depes3 rpad oOUMCIICHb.

Bucoxka rayukicte TensorFlow mo3Bosisie mocsraTté 10 I’SITUKPaTHOTO TMPHPOCTY Y MIBUAKOCTI TPEHYBAaHHS
HEWPOHHUX MEpEX y MOpiBHIHHI 3 nonepenHiMu ruatrgopmamu Google. Le 3abe3neuye onepatuBHe pO3ropTaHHs Ta
eKCIUTyaTallilo CKJIaJHUX MOJENEeH, 30KpeMa y 3ajadax KOMIIIOTEPHOTO 30Dy, NMPOTHO3YBAaHHS Ta PEKOMEHJALlii.
[Tnatdopma Takox MiATpUMYE po3NOALIEHI oOuMCleHHs, amaparHe npuckopeHHs uepe3 GPU ta TPU, a takox
aBTOMAaTH4YHE IU(EPEHIIIOBAHHS, 110 POOUTH ii MPUAATHOIO IS peanizalii SK MPOCTUX MOAENeH, Tak 1 TIIMOOKUX
HEWPOHHUX Mepex 3 Oararbma Imapamu [6-7].

Ha ceoronni TensorFlow € eTanoHHUM cepemoBHINEM AL pO3POOKH Ta HAaBUAHHS HEHPOHHUX MEPEK, SIKE
HiATpUMY€ BHKOHAaHHS SIK Ha OJMHWYHUX IPUCTPOSX, Tak 1 y OaraTomporiecopHux KoHdirypamisx. Cepenoswuiie
MIOBHICTIO CyMiCHE 3 OOYHCIICHHSAMH Ha TpadiuHuX mporecopax 3aBasikd iHTerpamii 3 Texaonorieto NVIDIA CUDA,
mo 3a0e3rnedye BHUCOKONPOTYKTHBHY OOpoOKy 3amad TimOOKoro HaB4aHHS. TensorFlow migTpumyetbes Ha 64-
po3psamaux twiatdpopmax Linux, Windows, macOS, a Takoxx Mae peamizamii Iii MOOUTFHUX OMNEpaIifHUX CHCTEM
Android 1108, 1m0 103BoIsIE peanizoByBaTH MOBHO(PYHKIIOHATHHI HEHPOHHI MOJIeIIi HABITh Ha BOYIOBaHUX IPUCTPOSIX.

[MopiBHsiHO 3 monepenHiMu po3poOkamu kommanii Google, TensorFlow € y3arampHeHHM cepenoBHUILEM
MAaIIMHHOTO HaBYaHHS, SIKe HE 0OMEXY€EThCs JIMILE 3a/jauaMHi HEHPOHHUX MEPEeK, a I03BOJISIE peajli3oByBaTH OyIb-sKi
TUNU O0YMCIIEHh Ha OCHOBI TpadiB MOTOKIB JaHMX. Taka THy4YKa apXiTeKTypa iCTOTHO MHiJIBHIIYE e(QEKTUBHICTH
peaizalii CKJIaJHUX alrOPUTMIB, BKIIOUAIOYH aalTHBHE MOJICIIIOBAHHS Ta ITepalliiiHe HaBUaHHS.

VY cyyacHid mnpakTHLi TIMOOKOrO HAaBYaHHS HEHPOMEpEKeBl apXiTEeKTypH JEMOHCTPYIOTb HaHBHIILY
e(eKTUBHICTh y BHUpIIICHHI 3a7a4, IO TPAAULIKHO XapaKTepH3YIOThCsS BHCOKOIO CKJIaqHICTIO (opMaizawii:
po3mi3HaBaHHS 00pa3iB, KIacudikaris 00’exTiB, 00poOKa MPUPOIHOT MOBH, MOJICIIOBAHHS MOBEAIHKH KOPUCTYBAYiB
tomo. lle mocsraeThcs 3aBIAKH 30ATHOCTI HEHpOMEpeki CaMOCTIMHO BHW3HAYATH JIATCHTHI 3aKOHOMIPHOCTI MiX
BXIJHIMH O3HAaKaMH Ta [[UIbOBUMH MIiTKaMH, III0 YHEMOXKIMBIICHO B KIIACHYHHUX aNTOPUTMIYHHAX CHCTEMAX.

OcobmuBy yBary 3aciyroBytoTh BucokopiBHeBi API Tta inctpymentn TensorFlow, 3okpema Keras, sxi
CIIPOIIYIOTh ITpOIIeC NOOYM0BH, HaBYaHHS Ta Bajinauii moxaeneil. CyTTeBOIO IEpeBaroo € 31aTHICTh HEHpOMEpex 110
CaMOHaBYaHHS 3 MIHIMaJbHUM BTPYYaHHSM y CTPYKTYypy MOJIeNli — ONTHMI3allis BaroBUx KoeQillieHTiB y mporeci
IPaJlieHTHOTO CITyCKY JI03BOJISIE MiHIMI3yBaTH JIFOJIChKE BTPYUYaHHs B ITPOIIEC HANAIITYBaHHS.

Jnst 3a0e3nieyeHHs] e(pEKTUBHOTO HaBYaHHS BEJIMKHX MOJENel KPUTHYHO BaXKIIMBO BHUKOPHCTOBYBATH
amapaTHe MPUCKOPeHHs — cydacHi rpadiuni nporecopu (GPU), terzopwi npouecopu (TPU) Ta inHmii cnemiaaizoBaHi
apxitexTypu. Came 3aBJsIKM LIUM 3aco0aM HaBYaHHS HEWPOHHUX MEPEK, L0 MICTATh JECATKH MUILHOHIB MapameTpiB,
CTaJI0 MOKJIMBUM Y IPUIMHSATHI 4aCOBI paMKH.

Cama apxiTekTypa mTy4HOI HelipoHHOT Mepexi y TensorFlow 0a3yeTbcst Ha OaraTomapoBiit CTPYKTYpi, sika
MICTHTB BXITHHH, OWH a00 KiJIbKa MPUXOBAaHUX, TA BUXITHUN MApH. Y THITOBIH peati3amii BHKOPUCTOBYIOTHCS IILTBHI
(Dense) a6o moBrHo3B s13aHi (Fully Connected) mrapu, B SkuX KOXKeH HEHpOH IEBHOTO IApy Mae 3’€THAHHA 3 yciMa
HeWpoHaMH IoIepeIHbOTo mapy. Taka apxiTekTypa 3a0e3mnedye BUCOKY THYUYKICTh MOJIEINI Ta JO3BOJISIE aJalTyBaTUCS
JI0 Pi3HHX THUIIB 3a1a4 — BiJ] perpecii 70 6araTokiacoBoi Kiracupikarii.

OmHUM i3 KITFOYOBUX €TaIliB PO3POOKH MOJIEINI € BUOIp THITy HaBYaHHS (HAIPUKIAL, 3 yUIUTeIeM, 0e3 yIuTes,
a00 3 MiIKPITUICHHSIM) Ta apXITEKTYPH HEHpOMeEpexi, sika HalKpaIie miaX0AuTh 0 IOCTaBICHOr0 3aBaaHHs. 1{eii BuGip
IPYHTYETBCSI HE JIMIE HA aHAJITUYHOMY MiJIXOXi, a H Ha EMIIPUYHOMY JIOCBiJli 3 YHCIIEHHUX EKCIIEPUMEHTIB, IO
BioOpakae 3aralbHUMN XapaKTep iHKEHepii ITyYHOrO iHTENEeKTY.

KonnenTyanpHi mochimkeHHs 0a3ylOThCSI Ha MPOTpaMHIM peaiizamii po3mi3HaBaHHSA 00pa3iB, 3 METOIO
BU3HAUEHHS CTaHIB EJEKTPUYHUX [BUTYHIB miJg 4yac (YyHKIIOHyBaHHS Ta iX kiacueikamig. Takwi miaxin gae
MOXJIMBICTh BU3HAYEHHS HE JIUILIE CIIPABHICTH CHJIOBOI YCTAHOBKH, a i aHaNi3y (YHKIIOHYBAaHHS CHJIOBOI YCTAaHOBKH
6€e3MIOTHOTO JIITAILHOTO anapary y pi3HHX peXUMaXx MOJIbOTY, 10 AaCTh MOXIIMBICT Y TOMY YHCII i1€HTH(IKYBaTH
HETUIIOBI CTaHM CHJIOBOI YCTAHOBKM Ta 3alo0irTH BUXOAY il 3 Jady, Ta BHOpaTH ONTHMAIBHHHA PEXHUM IIOJIBOTY
0€e3MIOTHOTO JIITAIBHOTO anapary.

Metoro cTaTTi € aHaNi3 MiJXOMIB MIOAO MiarHOCTUKH (YHKIIOHYBAaHHS CHJIOBOi YCTAHOBKH IIifl MOJBOTY
0€e3MUIOTHUX JIITAJBHUX anapaTiB Ha 6a3i elIeKTPOIPHUBOLY.

I tyuni weviponni mepexi (LITHM) sBistr0oTh c06010 eeKTHBHUIN IHCTPYMEHT 00pOOKH JaHMX, IO JTO3BOJIIE
3HAXOJUTHU CKIIAIHI, HENiHIHHI 3aJIe)KHOCTI MK BXiTHUMH O3HaKaMH Ta IiIIbOBUMHU 3HaUYE€HHSMHU (MiTKaMu). B ocHOBI
apxitextypu [IIHM nexuTs iepapXidHa CTPYKTypa, Ka MOAETIOETHCS Y BUIVIAI HAPABICHOTO alMKIIYHOTO Tpada,
Jie BY3JIM BiJIMTOBIAAI0OTh 32 MAaTeMaTHYHi omepailii, a pedpa — 3a nepegady TeH30piB MiXK HUMH.

78 Herald of Khmelnytskyi national university, Issue 6, Part 1, 2025 (359)



TexHiuHI HayKu ISSN 2307-5732

bazoBumu eneMeHTaMH Takoi apXiTeKTypH € IIapu HEHpOHiB, cepell SKUX BHIIIAIOTH BXIJIHHUN, OJUH abo
JIeKiIbKa NPUXOBAaHMX IIapiB Ta BHUXigHWH. IIpuxoBaHi mapu MicTaTh Halip HEHpOHIB, IO 3IMCHIOIOTH adiHHI
MIEPETBOPEHHS BXIIHMX CUTHAJIIB 3 MOAAJBLIMM 3aCTOCYBAaHHSIM HENIHIHHMX akTHBaIiiHuX QyHkuiid. Came 1i mwapu i €
JDKEPEINIOM 31aTHOCTI MEpeXi MOJIETIFOBATH CKJIaJHI (YHKIIOHATIbHI 3aJI€)KHOCTI.

OpHi€ero 3 HaMOUIBII NOMIMPEHHX peatizauiil € minbHa (dense) abo nmoBHo3B'si3Ha (fully connected) HelfiponHa
Mepexa, B SIKii KO>KeH HEHpPOH NEBHOTO Iapy Mae 3’€IHaHHS 3 yciMa HeHpOHaMH MONepeHboro mapy. Taka moBHA
3B'S3HICTb J03BOJIsIE MAKCUMaJIbHO BUKOPHCTATH 1H(OPMALIIIO 3 IONEpeaHiX piBHIB 00poOKH Ta 3a0e3nedye rHydKiCTh
MOJIeNi y KOHTEKCTI HABYaHHS.

3acTocyBaHHS IMOBHO3B'SI3HUX MEPEX JOIUIBHE U 33434, Y AKUX CTPYKTYPHA 3aJIe)KHICTh BXiTHUX JaHUX €
HEOYEeBHIHOIO ab0 po3mofieHoo mo OaraThox BuMipax. Lle, 3o0kpema, 3amaui kmacudikarii, perpecifHoro aHaimisy,
00pOoOKY CHTHATIB Ta Iepen0adueHAS YaCOBUX PSAIIB.

I'padiune mpencraBiIeHHS Takol MepesXi BiAMOBITa€ KOHIETIIT ITOCITiJOBHOT TpaHC(opMaIlii BXiZTHOTO BEKTOPY
4yepe3 HU3KY HeJHIHHUX (QYHKIIH, KOJKHA 3 SKHX BUKOHYETBCS IIapoM HeipoHiB. KilbKicTh HEHPOHIB y KOKHOMY HIapi
Ta KUIBKICTh NPUXOBAHUX INApPIB BU3HAYAETHCS IUIIXOM EMIIPHYHOTO HANAIITYBaHHSA a0o rimeprapamMeTpuydHOl
onTHMI3alil 3 ypaxyBaHHAM CKJIaJHOCTI 3a/a4i [8-9].

Komu moznenp HaBueHa i 1mojae HEMAapKOBAaHWHM INMPUKJIAJ, BOHA JA€ TPH HPOTHO3M: BIPOTIAHICTH TOTO, LIO
BU3Ha4yeHa (Gopma Ta ii KoJip — e piBEeHb CTAHy CHIIOBOI YCTaHOBKH. [lyIsl IbOTO MPUKIIAaAy CyMa BUXIHUX MPOTHO3IB
cranoButh 1,0. B peani meit mporHo3 po30uBaeThcs Ha Taki CKIAJOBI y BHINAJKY IMONEEPAHBOTO JIarHOCTHYHOTO
KOHTPOJItO cui1oBoi yctaHoBKH: 0,03 1711 yMOBHO po0O0OYOT0 CTaHy MPUAATHOTO 10 (DYHKIIOHYBaHHS y PI3HUX PEKUMax
moboTy, 0,95 1 TOBHOT CIIpaBHOCTI CHIIOBOI ycTaHOBKHU Ta 0,02 17151 KpUTHYHUX peKUMIB (DYHKIIOHYBAaHHS CHIIOBOT
ycraHoBKH. Lle o3Havae, mo Mozaens nependadae, 3 95% HMOBIPHICTIO CTaHy CHIIOBOI YCTaHOBKH.

0 0 Probability of this type of Iris
SepalLength ]
1 1 e.02
SepalWidth _
" PetalLength 9:25
: 2 2
PetalWidth 08.03
Input Layer Hidden Layers Output Layer

Puc.1. Heiipona mepe:xa

API TensorFlow tf.keras — 1ie Haitkpammmii criocid cTBOpuTH Moieli Ta mapu. L{e 103BoJIsi€e IeTKo CTBOPIOBATH
MoOJIeNi Ta eKcriepuMeHTyBaTH, a Keras oOpoOisie cxmamicte 00'emHanHs Bchoro. Tf.keras.Sequential momenms —
niHilAMi cTek mapy. Foro KOHCTPYKTOp NpHiiMae CIIMCOK MapiB—eK3eMILISpIB, B IbOMY BUIAIKY IBa IILIbHI IIApH 3
KkoxHUMU 10 By3namu i BUXITHUH m1ap 3 3 By3/1aMu, IO MPECTABIAIOTH lepeadauyBani MiTku. [Tlapamerp input_shape
MIEPIIOTO IIapy BiAMOBiTa€ KUTBKOCTI PYHKIIN 3 HA0OPY JaHUX i € 000B'I3KOBHUM.

@OyHKIis akTHBaLii BU3HAYa€ BHUX1J OJHOrO HeWpoHa Ha HACTyNHUH map. Lle BiTbHO 3aeXnuTh Bix TOTO, 5K
oB's13aH1 HelpoHHi cJoi. € Oarato qocTynHUX akTHBaIil, ane ReLU e 3aransHuM [T IpUXOBaHKX mapis [5].

[Tin6ip onTUMaIbHOT apXITEKTYPH IITYYHOI HEHPOHHOT MEPEeXKi, BKIIFOUAI0YX KUIBKICTh IPUXOBAaHUX LIAPIB Ta
KUJIbKICTh HEHPOHIB y KOXXHOMY 3 HHX, € KPUTHYHO BR)KJIMBUM aclleKTOM MOJICJIOBAHHS B 3a/adaxX TINIMOMHHOTO
HaBuaHHs. [ieanpHa KOHDIrypalist 3Ha4YHOIO MIPOIO 3aJIEKHUTh BiJl XapakTepy MPOoOJIeMH, CKIIQJHOCT] BXiJHUX JJaHUX Ta
KIUJIBKOCTI JIOCTYITHOT HaB4anbHOi iHQopmauii. Bimomo, mo 30UIbLIEHHS KiJIBKOCTI HPUXOBAaHUX WLIAPIB 3]aTHE
MIBUIINTH BUpPAXaNbHY 31aTHiCTe Mojeni. [Ipore me takox 30inblrye WMOBIpHICTH nepeHaBuyaHHs (overfitting),
0co0MBO TIpH 00MEKEeHOMY 00Cs131 HaBYAIBHOT BUOIPKH.

[lepenaBuanus — 11e eexT, KOJIM MOJIENb 3aHAATO TOYHO BiJTBOPIOE 3aKOHOMIPHOCTI HaBYAJILHOTO HabopYy,
BTpPAyYaloyuy 3JaTHICTh y3arajJbHIOBATH HA HOBI, paHimle He OaueHi JaHi. Y pe3ysbTari, Taka MOZEIb JEMOHCTPYE BUCOKY
TOYHICTh HA TPEHYBAJIBHOMY Ha0OpI, poTe ii ePEeKTUBHICTh Pi3KO 3HMKYETHCS HA TECTOBOMY Habopi abo B peaslbHUX
YMOBax eKCIuTyaTarii.

HaBuanHs HelipoHHOT Mepeki mependadae NOCTYOBY ONTHMI3aIlil0 BarOBUX KOE(DIIli€HTIB 3 METOIO 3BEICHHS
no MiHiMymy ¢yHKmii BTpar. Lleit mporec peami3yeThcst 4epe3 METOJ 3BOPOTHOTO TOIIHUPEHHS IMOMHIKH 3
BHKOPHUCTAHHSM CTOXaCTUYHOTO TPAJIEHTHOTO CIycKy abo foro moaudikarniit (Hanpukman, Adam, RMSProp).

VY Bumaaky 3amau kimacudikamii (30kpema, Kiacu@ikallii CTaHIB CHJIOBHX YCTAHOBOK), 3aCTOCOBYETHCS
HarnsaoBe HaB4aHHA (supervised learning). Y npomMy BUMaaKy MOAETh HABYAETHCS HA OCHOBI MPUKIIALIB, IO MICTATh
Bizomi MiTKH KiaciB. Ha BiqmiHy Bif 11boT0, Y O€3HATIA0BOMY HaBuaHHi (unsupervised learning), sike TaKoK aKTUBHO
3aCTOCOBYETHCSl B CyYaCHHUX JOCIIJDKEHHSX, MITKM BIJICYTHI, 1 3aBJaHHS MOJEJI IOJISra€ y BUSBICHHI BHYTPIIIHIX
3aKOHOMIPHOCTEH UM KJIacTepiB y HAOOpPi BXITHUX JaHUX.
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[Tig yac HaBuaHHA HeoOXimHO obumcmioBaTH (yHKII0 BTpaT (loss function) — KiMbKiCHY Mipy BiIXWJICHHS
MIPOTHO30BaHUX 3HaueHb Bix peanbHux Mitok. Y TensorFlow s 3agmau  OaratokiacoBoi kimacudikamii 3
KaTeropiaJbHUMH MITKaMH 4acTO 3aCTOCOBY€ETHCS (DYHKIIISL:

tf.keras.losses.SparseCategoricalCrossentropy()

L5 pyHKUis OLIHIOE BIAMIHHICTH MK IMOBIPHICHUM PO3IOJIIIOM, OTPUMaHUM Ha BUXOJI Mepexi (3a3BUuaii 3
BUKOPHCTAaHHSIM softmax), Ta (haKTHYHOIO KaTErOpialbHOI0 MITKOKO y BUTJIA/I LIJIOTO YHCIIa.

Mopens obumciioe cBoro BTpaTy 3a jomomororo ¢yHkii tf.losses.sparse softmax cross entropy, ska
puiiMae nepeadadeHHs MOJIENi Ta MOTPiOHY MITKy. 3HaUeHHS MOBEPHYTOI BTPATH IIOCTYIOBO 301IBIIYETHCS, OCKiTBKHI
MIPOTHO3 TIOTiPIIy€ETHCS.

TensorFlow mae Gararo amropuTMmiB omTuMmizamii, JOCTYIMHHUX Ui HaBYaHHA. L[ Momens BHKOPHCTOBYE
tf.train.GradientDescentOptimizer, skuii peaji3ye alrOpUTM CTOXaCTHYHOTO TpanieHTHOro cmycky (SGD).
Learning_rate BU3Ha4ae po3Mip KpOKy Ui KOXKHOI itepamnii BHH3 mo maropOy. Lle rimepmapametp, sikuil 3a3Buyaid

KOPpUTYETECH, III06 JAOCATTU KpallluX pe3yJIbTaTiB.
>>> train_loss_results = []
>>> train_accuracy results = []
>>> num_epochs = 201
>>> f epoch in range(num epochs):
epoch_loss_avg = tfe.metrics.Mean()
epoch_accuracy = tfe.metrics.Accuracy()
X, ¥ train_datasect:
grads = grad(model, x, y)
optimizer.apply gradients(zip(grads, model.variables),global_st
ep=tf.train.get_or_create_global_step())

>>> epoch_loss_avg(loss (model, x, y))

<tf.Tensor: id=73432, shape=(), dtype=float32, numpy=0.18478529>

>>> epoch_accuracy(tf.argmax(model (x), axis=1, output_type=tf.int32), y)
(<cf.Tensor: id=73449, shape=(24,), dtype=int32, numpy=

array([2, 2, 2, 2, 2, 0, O, 1, 1, 2, 2, 0, 1, 1, 2, 2, 2, 0, 1, O, O, 1,
0, 2])>, <tf.Tensor: id=73286, shape=(24,), dcype=int32, numpy=

array([2, 2, 1, 2, 1, 0, 0, 1, 1, 2, 2, 0, 1, 1, 2, 2, 2, 0, 1, 0, 0, 1,
0, 2])>)

>>> train_loss_results.append(epoch_loss_avg.result())
>>> train accuracy_ results.append (epoch_accuracy.result())
>>> if epoch &% 50 == O:
print ("Epoch {:03d}: Loss: :.3f), Accuracy: {:.3%}".formact (epoch,epoch
loss_avg.result(),epoch_accuracy.result()))

Epoch 200: Loss: 0.051, Accuracy: 98.333%
Puc.2. TpenepyBaHHs Mepe:xi

[y HaBYaHHS HAJa€ MPUKIAAN Y MOJEIb JIaHi, 00 TOMOMOTTH 3pOOUTH IPOTHO3U KPaIlHMH.
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Puc.3. I'padiuni nani pesyanrary

HanamryBanns BigmosimHoro tecty Dataset 37iiicHIOETBCS TOAIOHO ISl JaHWUX HABYaHHSA, NMOJAHUX Ha
PHUCYHKY 4.

[Ticnst 3aBepIiueHHs erary TpeHyBaHHs (HaBYAHHS), MOJEJb MAIIMHHOI'O HaBYaHHS [TOBMHHA NMPOMTH (a3y
OLIIHIOBAaHHS, B sIKiH mepeBipsieThes ii 34aTHICTH y3arajgbHIOBAaTH 3HAHHS Ha HOBHX, HE OauyeHMX paHimie naHux. Ha
BiMiHY Bix (pa3u HaBuUaHHS, J€ MOJIENb NPOXOANTH Yepe3 JIeKuIbKa enox (iTepaiiil) Ha HaBYaJIbHIA BHOIpI — TOOTO
00po0IIsie KOXKEH MPUKIIAJ 3 TECTOBOTO HAOOpy 0€3 KOpUTyBaHHs CBOiX IapaMeTpiB.
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>>> test_url = "http: download.tensorflow.org/data/iris_test.csv"

>>> zesz_fp = tf.keras.utils.gec_file (fname=os.path.basename (test_url),origin=tesc_url)
Downloading data from http://download. te:sc‘fTGw.c-q/data/z:zs_cest.csv

8192/573 [

] - 0s Ous/step
>>> test_dataset = tf.data.TextLineDataset (test_fp)
>>> test_dataset = test_dataset.skip(1l)
>>> test_dataset = test_dataset.map(parse_csv)
>>> test_dataset = test_dataset.shuffle (1000)
>>> test dataset = test dataset.batch(32)
Puc.4. Ilpukiaan tecty Dataset 1,151 HananryBaHHs

Ie no3Boisie He nuiie 3aikcyBaTH CTAOLIBHICTh Ta AKICTh Y3araJlbHCHHS, @ i BUMIPATH KJIFOYOBI MOKa3HUKU
e(peKTHUBHOCTI MOJICITi, 30KpeMa TOUHICTh (accuracy), moBHOTY (recall), F1-meTpuky, BTpaTh (1oss), i T. iH., 3aJI€KHO Bij
TUITY 3aBJaHHS. B

>>> predict_dataset = tf.convert_to_tensor([
[E.1; 3.3 2.7.:0.5:1,
[5.9, 3.0, 4.2, 1.5,.1,
[6.9, 3.1, /5.4, 2.1}
1)
>>> predictions = model (predict_dataset)

>>> i, logicts enumerate (predictions):
class_idx = tf.argmax(logits).numpy()
name = class_ids[class_idx]
print ("Example {} prediction: {}".format (i, name))
Example 0 prediction: Iris setosa
Example 1 prediction: Iris versicolor
Exanple 2 prediction: Iris virginica

Puc.5. Ilpuknaj TecTyBaHHS

TakuM YHMHOM, MOYATKOBHM €TAllOM PO3Mi3HABAHHSA CTAHIB CHJIOBOI YCTAaHOBKHM OE3MiJOTHOTO JIITaJbHOTO
amapary € #oro BH3HA4YCHHs Ta KiacuQikalis 3 METO ineHTH(IKaIlil Ta MOAaIbIIOT0 BU3HAYCHHS 3HAUCHHS IS
MOJATBIIOT0 BUOOPY ONTHMAIEHOTO PEKUMY MOJIBOTY 3 METOIO BUKOHAHHS 3aBJaHHS.

3anponoHOBaHUN BapiaHT IPOTPaMHOI peaji3amii iHTENEeKTaIbHOI CHCTEMH Ta KOHICHIS MOOYyZOBU
MIPUHITUITIB BU3HAYCHHS Ta IICHTU(IKAII] HeCTIPaBHOCTEH CHIIOBOI yCTaHOBKH OE3IMTIIOTHOTO JIITaTBHOTO arapary.

BucHoBku

1. Y po0oTi po3risiHyTO KOHLENTYaJbHY MOXJIMBICTh BUKOPUCTAHHS CyYacHUX MPOTPAMHHX MPOAYKTIB y
KOHTEKCTi peanizauii (yHKIIOHYBaHHs OE3MUIOTHUX JITAIPHHX amnapaTiB B yMOBaX OOMEXEHOI TPaHCIIOPTHOI Ha
iHdopManiitHOT iHDPaCTPYKTYpH CIPSIMOBAHOI Ha ONIEpaTHBHE PearyBaHHs BHXIJ 13 Jialy CHJIOBOI YCTaHOBKH.

2 Po3risHyTO NPHUKIA[ KiIacHu(ikallil CHUTHANIB JIarHOCTHYHO! CHUCTEMH HA MPHUKIAAI TPhOX CTaHIB
(YHKI[IOHYBaHHS €JIEKTPOIIPUBO/IIB CHJIOBOI YCTAaHOBKHM IIPHM BHKOPHCTaHHS mporpamHoro mnpoxaykty TensorFlow.
BuznaueHHS oNTUMAaIBHOT apXiTEKTYpH HEHPOHHOT MEpeXi € KPUTHYHO BayKJIMBHM 3aBJIAHHSM IIpH 11 3aCTOCYBaHHI J10
KOHKPETHOI MPHUKJIAAHOT 3a1a4i. K 1 y OLTBIIOCTI MpoIieciB MaIMHHOTO HAaBYaHHS, BUOIp KUIFKOCTI IIPUXOBAHUX IIAPiB
Ta KUTBKOCTI HEHPOHIB y KO)KHOMY 3 HUX HE Ma€ YHIBEpCaJIbHOTO PeIenTa.

3 VYV KOHTEKCTI pO3Mi3HABaHHS TEXHIYHOTO CTaHy CHJIOBHX €JEKTPOJABUTYHIB a00 IHIIMX arperartis
SHEepreTUYHOro OoOJIafHaHHSA, OCHOBHA KOHIEMIS 3BOJUTHCS OO OTPUMaHHS BEKTOpY HMOBIpHOCTEH, sKi
XapaKTepu3yIOTh BiIOBIHICTh IOTOYHHUX BXiTHUX JaHUX, IEBHOMY CTaHy ab0 aHoMauIii.
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