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NAIVE RULE-BASED METHOD IN SENTIMENT ANALYSIS OF UKRAINIAN-
LANGUAGE CONTENT

This paper deals with the obstacles faced while executing the Naive Rule Based algorithms for analyzing sentiment of
Ukrainian language content. Text sentiment analysis is useful to such types of content as feedbacks, brand tracking, political
stances and psychological analyses. A number of steps, which include the previously described treatment of text, explication of
elements of the text, emojis, links, hashtags and other special characters are abandoned within this work. The next step tackles
‘tokenization’ where the text is broken into a set of small units or words and ‘lemmatization’ where words are worn down to the
basic word form for the purpose of analyses. After these steps are taken care of, a sentiment lexicon is used to classify the text in
terms of its tone i.e. positive, negative and neutral. Even though it is very basic, the Naive Rule-Based method stands out for its
simple and effective approach for carrying out sentiment analysis, ideal for scenarios in which more advanced and complex
machine learning techniques may not be possible owing to data, computing power, and time limitations. This technique makes it
possible to carry out easy customization and even use of domain specific language by simply expanding the sentiment lexicon or
changing the rules. Nevertheless, there are some aspects in which the method falls short. More complex properties of language
such as sarcasm, the meaning within context, and building up deep complex sentences are all aspects that the system can struggle
with and therefore limit its accuracy. This study proposes some useful recommendations to address the limitations, including
extending the existing emotion lexicon so more emotions can be comprehended, and the implementation of context-embedded
methods. Further, hybrid methods that combine conventions and rules in addition to machine learning approaches are identified
as prospects for improving the effectiveness. One such case study demonstrates the effectiveness of the Naive Rule-based approach
as applied to the dataset in the Ukrainian language. The results demonstrate the capability of the method to provide clear sentiment
scoring and emotion classification. Although this approach is not at the level of machine learning models, it still manages to be an
efficient and feasible approach for specific use cases especially in cases where speed and clarity take precedence. The findings of
this study emphasize that, in resource-poor settings, sentiment analysis can be carried out using this technique with data processing
tools and methods that have low precision and context dimensions, and more ways to enhance accuracy and context dimensions
are provided.

Keywords: sentiment analysis, Naive Rule-Based approach, Ukrainian language, text preprocessing, emotion detection,
sentiment lexicon, natural language processing (NLP), data analysis.

JIOMOBALIbKHIA AHTOH, BACIOK TAPAC

Hamionansauit yHiBepcuter “JIbBiBChKa MoiTexHiKa”

HAIBHUI METO/I 3ACHOBAHHUI HA IIPABAJIAX IIPU AHAJII3I HACTPOIB
VKPATHCBKOMOBHOI'O KOHTEHTY

YV yiti emammi posensidaromecs mpyoHowi, w0 BUHUKAIOMb NPU 3ACMOCY8ANHHI ANICOPUMMIE HA OCHOGI HAIBHUX NPABUIL Ol AHANI3Y
HACMPOi8 YKpaiHCbKOMOBHO20 KOHmMeHmYy. Ananiz Hacmpois € KOpUCHUM O MAKUX 8UOI6 KOHMEHNY, 5K Gi02YKU, 8I0cmedcentsl 6penoy, noaimudHi
nosuyii ma ncuxonoziynuil ananiz. Onucano emanu 0OpPOOKU MeKCmy, MAKi K 6UOANEHHS 3al6UX elleMeHmis (eMo03i, NoCUulaHb, xeumezis),
mokenizayis i iemamusayis. Memoo naisnux npagun GUOLIACMbCA NPOCHOMOI0 Ma egheKmugHicnio, 0coOIUB0 Y BUNAOKAX, KOMU 3ACMOCYBAHHS
CKIAOHIWUX MOOenell MAWUHHO20 HAGUANHs obmedicene uepes pecypcu. Boonouac, yeil memoo mae obmedicennss 8 00pooyi CKIAOHUX ACNeKmia
MOBU, MAKUX AK capkasm i xoumexcm. [ns niouwents mounocmi nponoHyemvcs po3uUpeHHs emMoyiliHo20 NeKCUKOHY Ma GUKOPUCHIAHHS
2IOpUOHUX MemODi8, U0 ROEOHYIOMb NPABULA 3 NIOXO0AMU MAUUHHO20 HasYaHH:. Tecmu Ha MACUBAX OAHUX NOKA3ANU, WO Yell NiOXi0 Moce 6ymu
eexmusHuM 0N WBUOKO20 1 3PO3YMINO20 AHANIZY HACMPOI8, 0COOIUBO 6 yMosax oOMedcenux pecypcis. Pesynemamu Odocnioscenns
NIOKpecnomys, wo Memoo HAiGHUX NPABU, X0ud i He 00CA2A€ PiBHA MoOelell MAUUHHO20 HABYAHHS, € 00CUMb JI€8UM O WUBUOKO20 AHATIZY
mekcmig y negrnux ymosax. Ocobuso ye cmocyemupcs cumyayiil, Koau pecypcu 0Jis 6npo8a0NCceHHs OLIbUL CKIAOHUX MoOeeli 0OMeXCeHl, a MaAKOHC
KOMU BAMNCTUBUMU € NPOCHIOMA HANAWIMYBAHHA MA WEUOKICMb UKOHAHHA. J[isi NoOanbuio2o po3eUmKy yb0o20 ni0Xody HPONOHYEMbC
noxKpawysamu 1eKCUKOH HACMPOi8, KIIOUaAIOYU Oilbuie eMOYIliHUX CMAanie, ma 6npoeaoddlCcysanHs mMemoois, Wo 8paxoeyiomb KOHMeKCm i
CKAaOHIWi MOBHI cmpykmypu. Bukopucmanns 2iopudHux piulers, ki NOEOHYIOMb NPABUILA 3 MAUUHHUM HABUAHHAM, 8IOKPUBAE HOBI MONCIUBOCHII
051 nidGuUentst MOYHOCMI aHAI3Y, 00360JAI0UU 00pO6IIMU OinbWl CKAAOHT MOGHI KOHCMPYKYIL ma KOHmeKcmu, sKi He ni0 cumy cymo
NpasuI03anedcHUM Memooam.

Kurouosi crnosa: ananis Hacmpois, HaigHutl nioXio Ha OCHO8I NPAGU, YKPAIHCbKA MO8A, NonepeoHs 0OpoOKa MeKcmy, BUABIEHHs eMOoyill,
JeKcuka nacmpois, 0bpobka npupoonoi mosu (NLP), ananiz oanux.

Main research tasks and their significance
Analyzing the emotional which means of words, or emotional textual content evaluation, is of superb
significance in numerous fields. Emotional evaluation lets in a higher information of the temper and feelings of
individuals who engage with products, services, or content. This enables organizations and corporations to higher
recognize the wishes and dreams of clients or users. By studying emotional reactions to an emblem or product,
organizations can fast reply to poor remarks or criticism. This is critical for retaining emblem popularity and making
sure a high-quality image. Knowing the emotional reactions of clients enables to become aware of hassle regions in
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provider and paintings to enhance them [1].

Language is a provider of subculture and precise meanings. Analysis in Ukrainian permits to don't forget
cultural and linguistic functions that have an effect on the translation of the text. This enables to keep away from
misunderstandings and misinterpretation of the emotional coloring of words. For companies, corporations and the
authorities’ corporations working in Ukraine or with a Ukrainian audience, it's far essential to recognize the emotional
reactions of Ukrainian consumers. This permits them to higher recognize the wishes and expectancies of the
neighborhood population. The use of the Ukrainian language in numerous fields, together with era and research,
contributes to its popularization and help as an essential device of communique and cultural identity. Summarizing,
the main goal of the research is to conduct an emotional analysis of the text using known methods.

The main objectives of this study are focused on the evaluation of the Naive rule-based method for
emotional analysis of the Ukrainian language. This task is important for several reasons:

1. Language features. The Ukrainian language has its own specific challenges in the process of emotional
analysis due to its complex morphology, syntax, and limited availability of annotated linguistic resources. Solving
these problems with a naive rule-based method helps to understand how such methods can be effectively applied in
this language context.

2. Creating a lexicon of Ukrainian sentiment. The lexicon will serve as the basis for the rule-based method,
allowing words and phrases to be categorized into positive, negative, and neutral sentiments. This lexicon is key
because it provides the necessary linguistic data for the analysis.

3. Implementation of rule-based algorithms for determining the sentiment of a particular text. This task is
important because it investigates the effectiveness of a rule-based system in sentiment analysis, especially in
comparison to more complex machine learning approaches.

4. Evaluation and analysis of results. Evaluating the effectiveness of the proposed method is a key task. It
involves understanding the potential and limitations of rule-based methods in the context of Ukrainian sentiment
analysis.

Main research

Naive Rule-Based Approach in emotional text analysis is a method of analyzing texts to determine emotional
content (or tone) based on simple rules and predefined vocabularies. This approach uses a set of rules and lexicons
that determine the emotional coloring of words or phrases [2]. The main components are dictionaries in which each
word is associated with a certain emotion or polarity (positive, negative, neutral). After applying the lexicons and
rules, the algorithm calculates the overall emotional tone of the text [3]. Text analysis is divided into four stages:
collecting data for analysis, data pre-processing, determining the polarity and emotional color of each word,
summarizing and aggregating the results.

Collecting data for analysis

Data series is an essential step in carrying out emotional textual content evaluation the usage of the naive
rule-primarily based totally absolutely method. First, the clean definition of the cause of the evaluation, for example,
to apprehend purchaser feelings approximately a selected product. This allows to interest on applicable information
sources, together with social media, purchaser reviews, news, or boards which may be applicable to the studies topic [4].

The following types of sources were selected for this example:

1. An array of tweets in Ukrainian with the words “moOpwuii” or “moranwmii” in them. This is a large source
of data with a naive pre-determined assessment of positive or negative.
2. Literature sources, namely:
2.1.The tragicomedy “One Hundred Thousand” by Ivan Karpenko-Kary - this work is naively pre-
determined as generally positive.
2.2.The story “Ukraine on Fire” by Oleksandr Dovzhenko - this work is naively pre-determined as
generally negative.
2.3.Bibliography of Mykola Khvylovy, namely 9 of his novels in the order of their publication for a
general analysis of his work and changes in mood over time. These works have no preliminary assessment,
so it is difficult to predict the results.
Data processing

Data preprocessing is an important step in the process of emotional text analysis, as it prepares raw text data
for further analysis. This stage helps to improve data quality, reduce noise, and increase the accuracy of the final
results. For example, the following sentence as a data preprocessing example is provided: “@xopuctyBay cboroaHi
YyIOBUI JeHb Ui Noi3aku B ropu. Lle Brimute Mol maBHi Mmpii! Ock mocuiaaHHs Ha Mapupyt: https://maps.com
#macts :)”.

The first stage of data processing is to remove emojis, links, hashtags, and mentions of users in the text. This
data does not carry any emotional coloring (except for emojis, but this analysis should also be approached with
caution).

Mathematically, this operation can be represented as formula:

T' =T\ {c €T | UnicodeRange(c) € [U + 1F600,U + 1F64F]} 1)
where:

T — input text,

T'— text after removing emojis,

¢ — character in text T,
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UnicodeRange(c) — function that defines the range of Unicode for a character c.

After this stage, the sentence looks like this: “cborosi 4ymoBHii AeHb I MOI3AKH B ropu. Lle BTinuTh Mol
nasHi Mpii! Ock mocwianns Ha MapipyT: https://maps.com”.

Next, the links have to be removed from the text. They can be removed using RegExp (Regular Expression).
This is a tool for searching and processing text by regular expressions. To remove links, this regular expression can
be used: “http[s]?:/(?:[a-zA-Z]|[0-9]|[$-_@.&+]|['*\(\\),]|(?:%[0-9a-fA-F][0-9a-fA-F])”. That is, if an object with
such a pattern is found in the input array, it will be filtered. Mathematically, this operation can be represented as
formula:

T" =T'\ Rynk 2
where:

Ryin,— regular expression for links,

T" — text after removing the links.

After this stage, the sentence looks like this: “croromui aymoBuit 1eHpb 11t MOi3aAKK B TopH. Lle BTimUTE MOT
nmaBHi Mpii! Ock mocUIaHHS Ha MapmpyT:”.

Hashtags and tags (the mentions of users) are removed in a similar way. Words that have # (for hashtags) or
@ (for tags) at the beginning have to be filtered. The next stage of preprocessing is to remove special characters from
the text. Any numbers and other special characters are filtered out of the input data set, as these characters will only
interfere with the naive analysis. Mathematically, this operation can be represented as formula:

T"' =T"\ {c € T" | cstarts with # or @} (3)
where:

T'"" — text after removing special symbols.

After this stage, the sentence looks like this: “cboronni 4yyaoBuii JeHs A M0131KK B ropu Lle BTinnuTh Moi
nmaBHi Mpil Ock TOCUIIAaHHS HA MapIIPyT .

Next, the words need to be segmented, i.e., sentences and individual words need to be separated from each
other. For a naive analysis, simply filtering out any punctuation marks is enough, since the context is not important in
this case. This is a more programmatic transformation of the input data from a single string to an array of words for
further processing.

After this stage, the sentence looks like this: “[['cporoani', 'wynoswuif', 'nens', ', moizaku', ', 'ropu’, 'Lie’,
'"BTiIMTH', 'MoT', 'naBHi', 'Mpil', 'Ocp', 'nocwnanus', 'Ha', 'Mapuipyt']]”.

This process is also called tokenization because each word is converted into a separate token, an element for
analysis. The next step is lemmatization of the text [5]. This is the process of text normalization, which consists in
reducing words to their basic or dictionary form, called a lemma. Mathematically, the lemmatization operation can be
represented as formula:

L(w) = lemma(w) 4
where:

L(w)— lemma for word w,

lemma(w)— function that defines lemma for w.

Thus, the lemmatization of the text can be represented as formula:

Tlemma = {L(w) |w € T""} (5)

After this stage, the tokens can be reduced to the form of a sentence. After this stage, the sentence looks like
this: “chOrofiHi YyJOBUii JIeHb /I T013/IKa B Topa i€ BTUIMTH Miii 1aBHIH Mpist ock nocuianHs Ha Mapipyt”’. The
next step is to filter out stop words in the sentence. Stop words are words that do not carry sentiment, that is, they are
neutral and unnecessary when analyzing a sentence.

A stop word dictionary is used for filtering. A stop word dictionary is a predefined list of words that do not
carry an important semantic load.

After this stage, the sentence looks like this: “aynoBuii eHs Moi3Ka TOpa BTUTUTH JaBHIA Mpisl MOCHIaHHS
Mmapuipyt” (The words “crorosi, 1, B, 11e, Miif, ocb” are stop words and do not carry any meaning).

Determination of polarity and emotional coloring

After data processing, the input was transformed from “@xopucryBad cbOTo/{HI UyJOBUI I€Hb JUIS TTOT3AKH
B ropu. Lle Brinute Moi naBHi Mpii! Ock nocwianHs Ha MapupyT: https://maps.com #macrs :)” t0 “aynoBuil JeHb
MOi3/1Ka Topa BTITHTH JaBHiit Mpis mocunanns mapmpyt”. This data can be analyzed and emotional analysis can be
performed.

Polarity analysis is an approach in the field of natural language processing (NLP) and sentiment analysis that
aims to determine the emotional tone of a text. It involves determining whether a given text is positive, negative, or
neutral [6, 7]. This algorithm also uses a dictionary of pre-rated words with scores of -1, 0, 1, respectively, for negative,
neutral, and positive. After analyzing each word in the input sentence, we can come to the following result (Table 1):

Table 1
Polarity analysis of an example input data
Word Estimation
YyJJOBUM 1
JIEHb 0
noi3aKa 0
ropa 0
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Word Estimation
BTLIMTH
aBHIN
Mpist
MMOCUIAHHS
MapIipyT

OO |O|F

Next, summarization of the scores of each word is required and the result is 3. If the number is greater than
zero, the sentence is positive. The degree of positivity depending on how much the score is greater than zero can be
determined. Mathematically, the polarity analysis can be represented as the formula:

P =3, Sw) (6)
where:
e P— text polarity,
e S(w;)— estimation for word w;,
e n— the amount of words in the text.

The next type of analysis is the analysis of emotional coloring using the EmoLex dictionary [8]. After
analyzing each word in the input sentence, the following result is presented in table 2. Summing up the scores for each
emotion, we can see that the sentence is more of a surprise (2 points), as well as joyful, anticipatory and trusting.
“gymoBuit” also has a negative connotation, but it does not affect the overall analysis of the sentence. Mathematically,
the analysis of emotional coloring can be represented as formula:

Ey = Xitiex(wy) (7
where:
e E,— estimation of emotion k,
o ¢, (w;)— estimation of emotion of the word w;,
e n— the amount of characters in text.

Table 2
EmoLex analysis of an example input data
s
Word - %: S |3 §
512 2 |5 |» | |8 |5 |2 |8
§ |8 |- |& |& |&€ |8 [§ |2 |E
qyJJOBUH 0 0 0 0 1 0 1 0 1 1
JIEHD 0 0 0 0 0 0 0 0 0 0
o13/1Ka 0 0 0 0 0 0 0 0 1 0
ropa 0 1 0 0 0 0 0 0 0 0
BTUIMTH 0 0 0 0 0 0 0 0 0 0
JaBHik 0 0 0 0 0 1 0 0 0 0
Mpist 0 0 0 0 0 0 0 0 0 0
mocunanus | O 0 0 0 0 0 0 0 0 0
MapIipyT 0 0 0 0 0 0 0 0 0 0
In general, the algorithm of the method can be depicted using a Petri net (Fig. 1).
OAOAOAOH O
ol % 54 55 S5 0] N
I Iy 4 15 s 7 ‘C/.
59
O
57 SN
Fig. 1. Petri net that illustrates the work of the method
The purpose of each position and transitions is shown in Tables 3 and 4.
Table 3
Positions of Petri net
Position Purpose
S1 Delete emoji
S2 Delete links
S3 Delete hashtags and tags
S4 Remove special characters
S5 Tokenization
S6 Lemmatization
S7 Pre-processing of all incoming data by the system
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Position Purpose
S8 Determination of polarity
S9 Determination of emotional coloring
S10 Data aggregation
S11 Creation of graphs by the system
Table 4
Transitions of Petri net
Position Purpose
t Input text
t2 Text after removing emoji
t3 Text after removing links
ty Text after removing hashtags and tags
ts Text after removing special characters
ts Array of tokens
t7 Array of lemmas
tg Processed data with scores
tg The result in the form of graphs

Analyzing a data set using a naive rule-based approach
Now let's move on to the analysis of the literary sources specified in the collecting data stage. For the first
test, tweets were selected by filtering for the presence of the emotion-containing words. These datasets were further
processed, evaluated, and aggregated. For the dataset containing the word “mo6pe”, 6565 tweets were analyzed and
emotional coloring was determined by polarity (Fig. 2) and using EmoLex (Fig. 3).

Box Plot of Score Histogram of Score Line Plot of score Over Time
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Fig. 2. Polarity analysis of the dataset “mo6pe
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Fig. 3. EmoLex analysis of the dataset “xo6pe”
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For the “no6pe” dataset, the positive emotion prevails by a large margin, and the polarity is on the verge of
0-1, so, in general, the result of the analysis can be considered successful.

Similar experiments to determine emotional coloration by polarity and using EmoLex were performed for
the described datasets:

o For the dataset containing the words “mobpe” and “morano”, 6953 tweets were analyzed, with the positive
emotion prevailing by a wide margin, but other negative emotions are also present, and the polarity is at the 0 limit.

o For the dataset containing the words “mo0Opwmii”, “morano”, “moranuii”, 7294 tweets were analyzed, with
positive and negative emotions being almost at the same level, and polarity being on the borderline of -1 and 1.

o For the dataset containing the word “norano”, 1917 tweets were analyzed, with the emotion positive
prevailing by a large margin, but other negative emotions such as fear, expectation, and negativity exceed the positive
rating in total, and are on the verge of 0-1 in terms of polarity.

o For the tragicomedy “One Hundred Thousand” by Ivan Karpenko-Kary a significant range of emotions
has been identified, where positive emotions still prevail, but the work is defined as negative in terms.

e For the novel “Ukraine on Fire” by Oleksandr Dovzhenko a significant range of emotions has been
identified, where negative emotions still prevail, but the polarity of the work is sharply negative.

e For the bibliography of 9 stories by Mykola Khvylovy, a significant range of emotions is identified,
where in general they are on the same level. In terms of polarity, all the works are defined as negative, but the tendency
of the author's mood changes is interestingly depicted.

The result of the allocation of resources and time to perform calculations is shown in Fig. 4:
Execution time: 2992.2549284826355 seconds
CPU time (user): 2942.984375 seconds
CPU time (system): 36.3125 seconds
Memory usage: 3763.1015625 MB

Fig. 4. The result of the allocation of resources and time

Conclusion

This article analyzes the importance of analyzing textual Ukrainian-language content using the example of
the naive rule-based method of emotional analysis. Based on the study, various emotional trends were identified in
different datasets. In most cases, the analysis demonstrates the prevalence of certain emotions, such as positive or
negative, depending on the context. However, it is worth noting that the results are not always unambiguous: in some
cases, the polarity of the emotional assessment is near zero (the “good and bad” dataset), which indicates a balance
between positive and negative emotions, while in other cases, emotional assessments lean more towards one side. In
general, the analysis revealed important emotional patterns, although some results require further refinement to more
accurately identify emotional characteristics in different texts. After the analysis, it can be concluded that the method
works, but with inaccuracies. Areas for improving the emotional coloration algorithm can be identified, such as:
correctly selected input data and their volume, moving away from the naivety of the method, moving away from rules
and dictionaries.

Further research will be aimed at improving the model using artificial intelligence methods.
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