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OCOBJIMBOCTI HOBY1OBA MACHUBY JAHUX HA OCHOBI HEWPOMEPEXI ¥
COEPI IHTEPHETY PEYEU JJIA 'OTEJIBHO-PECTOPAHHOI'O BIBHECY

Y emammi docaidxceno npunyunu gpopmyeaHHs macugy 0aHUX HA OCHOBI HellpoHHOT mepedici y chepi InmepHemy
peuell 045 2omenbHO-pecmopaHHoz20 6i3Hecy. Byao eusssneHo, wjo InmepHem peuell zeHepye 6eAuyesHY KiabKicmb
HecCmpykmypos8aHux OaHux, I aHaaimuka eeaAukux JaHux € Kaw4osum acnekmom. KoHyenyia InmepHemy peuell
npedcmagasie 0cob.au8y YyiHHicmb 015 po38UMKY 20me/sibHO-PecmopaHHo20 6i3Hecy 3a80sKU OAHUM, K MOXCHA ompumamu
3 nidkaoveHux enemenmie i eadycemis. Chopmyab08aHo 08I meopemu, SIKi cnpusilomb po3KpUmMmio npuHyuny 06MiHy
3HAHHSIMU, SIKI MOJMCHA 63simu i3 83aemodii swduHu i kKomn'tomepa. Bu3HaveHo, WO NpPUCBOEHHS HA38U Cy6’ekma
20CN00api08aHHA MAE BKAIOHAMU CA06a AHICLKOI MO0, a He abpesiamypu, kodu yu deitikosi 6idobpadicerns. Ix moscyms
iHmepnpemysamu auwie MawWuHU, IKi € MeXHiYHO 6inbW epeKMUBHUMU 3 MOYKU 30py Npocmopy 045 36epieaHHss 0aHuX abo
nponyckHoi 3damHocmi mepedci. Poskpumo npuHyunu meopii eepugikayioHiamy ma onucaHo wasxu adanmayii
cmpykmypu macugy daHux. CXxeMamu4HO 3anponoHO8AHO CMPYKMYypy MAWUHHUX 3HAHb, KA npedcmas/ieHa CImMocOo8HO
¢opMmysanHs macugy 0aHUX Ha OCHOBI HelipoHHOI Mepedci y chepi [nmepHemy peuell 015 20meaAbHO-PecmMopaHHO20 Gi3HeC).
OnucanHa cmpykmypa Mae mpu 6a3u 3HAQHb: 2inome3y, OHMO/02i0 ma napamempu. BusHaueHo, wo 3anponoHosaHa
iHmesekmya/abHa 6asa daHux macusy modxce 6ymu 3acmocosaHa 6 IHmepHemi peueli y chepi 20meabHO-pecmopaHHO20
6i3Hecy wj0odo a8MoOHOMHO20 O6MIHY ma HAKONU4YeHHS 3HAHb, a naamgopma, y ceorw uvepzy, Moxce sukopucmosysamu
oHmousozii 045 ihmezpayii npucmpoi loT 3 iHmesekmyaavHumMu cucmemamu. OnucaHo nepegazu ma HedoAiKU Modedi.
3asHauaembcs, Wo nepesaza yiei modeai noaseae 8 momy, wo damyuku IoT y xmapi moxcyms Haguamucs 6id eiddaieHux
damuukie y poHOBOMY pedxcumi, He3aneHcHO 8i0 3ampumku mepedsxci nidkatoueHHss do eiddasieHoi npozpamu, a HedoJik
no/si2ae 8 Momy, Wo 3ampumka Mepexci Moxce cmamu 8y3bKUM MicyeM, KoAu nompibHo 8 pexcumi peanbHo20 yacy
npuliHamms piweHb 3pocmae. Hazosowyembucs, wo peaaisayis onucaHozo anzopummy opmyeaHHs macugy 0aux, a
makoxc 8i0nogidHo20 iHMesekmyabHo20 cepedoguwja 00380/4UMb 3HU3UMU NOpiz 8X00X4CeHHSI PO3PO6HUKIE y cepy
gupiweHHs 3a80aHb 3a dONOMO2010 HellpOHHOI MepexCi.

Knawuwosi csaoea: macus daHux, wmyyHull iHmesekm, HellpoHHa Mepedca, I[HmepHem peuell, damuuk,
iHmesieKmyabHa cucmema, 20me/1bHO-pecmopaHHull 6izHec
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FEATURES OF BUILDING A DATA ARRAY BASED ON A NEURAL NETWORK IN THE SPHERE OF THE
INTERNET OF THINGS FOR THE HOTEL AND RESTAURANT BUSINESS

The article examines the principles of forming a data array based on a neural network in the field of the Internet of Things for the
hotel and restaurant business. It has been identified that the Internet of Things generates a huge amount of unstructured data, and big data
analytics is a key aspect. The concept of the Internet of Things represents a special value for the development of the hotel and restaurant
business thanks to the data that can be obtained from connected elements and gadgets. Two theorems have been formulated that contribute
to the disclosure of the principle of knowledge exchange that can be taken from human-computer interaction. It is determined that the
assignment of the name of the economic entity should include words in the human language, and not abbreviations, codes or binary
mapping. They can only be interpreted by machines that are technically more efficient in terms of storage space or network bandwidth. The
principles of the theory of verificationism are revealed and the ways of adapting the structure of the data array are described. The structure
of machine knowledge is schematically proposed, which is presented in relation to the formation of an array of data based on a neural
network in the field of the Internet of Things for the hotel and restaurant business. The described structure has three knowledge bases:
hypothesis, ontology, and parameters. It was determined that the proposed intelligent database of the data array can be applied to the
Internet of Things in the field of hotel and restaurant business, regarding the autonomous exchange and accumulation of knowledge, and the
platform, in turn, can use ontologies to integrate IoT devices with intelligent systems. The advantages and disadvantages of the model are
described. It is noted that the advantage of this model is that IoT sensors in the cloud can learn from remote sensors in the background,
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regardless of the network latency connecting to the remote application, and the disadvantage is that network latency can become a
bottleneck when the need in real-time decision-making is growing. It is emphasized that the implementation of the described algorithm for
the formation of the data array, as well as the appropriate intellectual environment, will allow to reduce the threshold for developers to
enter the field of solving problems using a neural network.

Keywords: data array, artificial intelligence, neural network, Internet of Things, sensor, intelligent system, hotel and restaurant
business

Formulation of the problem

Despite the prevalence of Internet of Things (loT) devices, the lack of adaptive learning machines is
becoming an obstacle to the adoption of intelligent 10T systems in the hotel and restaurant business. Currently, there
is a lack of research on the principle of forming an array of loT data that machines can autonomously share when
data comes from different industries or case studies. Thus, the question of how machines can autonomously share
knowledge from a dataset, create new knowledge and adaptively learn from this knowledge so that it can become
applicable in the field of hotel and restaurant business or case studies is relevant.

Analysis of recent sources

Both domestic and foreign scientists pay a lot of attention to the issue of development, implementation and
implementation of the Internet of Things in all spheres of life of modern humanity. In particular, A. Semenog [1]
carried out an analysis of the main technologies used in the conditions of the formation of the digital economy,
determined their essence, types and methods of practical application. He studied the properties, potential advantages
and risks of block chain technology, gave examples of companies that use it. Defined the main elements and
hierarchy of the Internet of Things.

Prospects for the development of the Internet of Things and the industrial Internet of Things were cited by
I. Sotnyk and K. Zavrazhnyi. The authors proved that the deterioration of the information security of enterprises and
organizations is one of the important problems accompanying the development of the industrial Internet of Things.
N. Aksak disclosed the methods and models of distributed intelligent processing of big data in specialized computer
systems. Describes the basic breakthrough technologies of the modern stage of society's development: artificial
intelligence, the Internet of Things, additive technologies using a 3D printer, virtual and augmented reality, new
materials, "cloud"” technologies, etc. Possible positive and negative effects of the implementation of the mentioned
breakthrough technologies are analyzed. K. Balakleets and A. Kvitka paid attention to the relevance of technological
trends that have a seismic impact on the economy, values, identity and opportunities for future generations [2-5].

Among foreign authors, it is worth noting the works of such scientists as: Zhang, Weiping & Kumar, Mohit
& Liu, Jingging, Cui, Dan & Liu, Fei, Xiao, Han & Li, Yuanjiang, Changsheng Xiang, ZiYing Zhou, Han Xiao,
Yuanjiang Li, Ren Fang, Ma Jian-Feng, Naveen, Dr & Raina, Rohini, Li Hinwu and others. However, in view of the
described scientific achievements on the topic, the question of revealing the principles of forming a data array based
on a neural network in the field of the Internet of Things remains open and needs to be worked out in detail. Setting
objectives. The goal is to investigate the principles of forming a data array based on a neural network in the field of
the Internet of Things. Presentation of the main research material. Research that has used big data analytics to solve
10T problems using machine learning techniques can be grouped into four areas, such as: smart city, manufacturing
(i.e., agriculture and industrial production), building management, and healthcare [6-21].

Presenting main material

The domain of smart cities is interested in creating efficient and comfortable daily activities. Some
examples include providing optimal traffic routing, predicting the filling pattern of garbage bins for collection,
recommending products based on their location, and predicting energy consumption in smart meters. In the case of
energy prediction, support vector machines were used to analyze past energy consumption and building
environmental data such as temperature and humidity, resulting in predicted energy consumption with a difference
of 1.7 kWh between actual and predicted consumption in the time window.

In the field of industrial agriculture, in [14] the authors proposed to identify the symptoms of lameness in
dairy cows. Sick cows affect milk production, symptoms of the disease are usually manifested through inactive
behavior, for example, lying down for a long time. behaviors such as active, normal and dormant in cows. Random
sampling gave an accuracy of 91%, detected 1 day before some visual signs could be observed; and k-nearest
neighbors gave an accuracy of 81%, detected 3 days before their symptoms were visible through visual cues. Thus,
10T sensors were placed on cows to collect data on their activity such as lying time and number of steps .

In the field of production, maintenance of machines is of great importance for minimization of production
interruptions due to engine malfunctions. Thus, a study [15] proposed a mechanism where 3-axis accelerometers
were placed on factory engines to collect vibration data such as the amplitude and frequency of the engines. With
the help of neural networks, it was possible to identify malfunctions in normal driving conditions with a level of
confidence with 100% accuracy from 80 to 99 percent.

Building management can be seen as a domain connecting the smart city and production domain, as their
solutions can be applied to both domains. A study [16] predicted building occupancy levels by observing
temperature, CO2, air volume and air conditioning data. Random sampling was used to classify the data and gave
95% accuracy in predicting the occupancy rate of the rooms in the building.

The health domain may be the most common application as 10T devices are attached to individuals.
Applications predict sugar levels to treat diabetes, assess the level of thermal comfort in the workplace, and detect
falls at home. Also, deep learning is used to detect such cases of ambulation as abnormal walking patterns, sleeping
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habits and visits to the toilet. The app offers a real-time solution to detect abnormal health risks using devices such
as heart rate, respiration rate, etc., and has given an accuracy of 94%. Such a solution can be considered as a smart
home application, as it also helps to increase the efficiency of daily activities (for example, providing a cyber
guardian for the elderly).

How humans can interact with websites can show how machines should interact with other machines. The
most important property of a website is that its presentation can be understood by people. Users can semantically
navigate websites to achieve the goals necessary to complete a task. Websites are made up of words in a language
that users understand. In addition, website layouts are arranged in a meaningful structure that reflects their
"informational slant,” so users can navigate naturally to find the information they're looking for.

There are two characteristics of knowledge sharing that can be taken from human interaction — computer:

Theorem 1. Naming the entity (that is, the object, properties, relations and services) must use words that are
understandable to a person.

Theorem 2. Information should be arranged semantically in such a way that so that it allows a person to
derive meaning by following its structure.

The assignment of the name of the business entity must use words in human language, not abbreviations,
codes or binary representation that can interpret only machines, despite the fact that the latter are technically
efficient niches in terms of data storage space or network bandwidth.

In the organization of information, the semantic use of ontologies is the very model.

It allows people to get information based on semantic queries. Philosophy of knowledge, or epistemology,
provides a breakdown of how a person acquires knowledge. Fundamental in this field is "a priori" and "a posteriori*
knowledge. A priori is obtained through definitions such as the classification: apples are fruits. And the a posteriori
is obtained thanks to experience and observations, for example, apples are red.

Deviations from the above definition are also used for description of ideas and human understanding. A
priori and a posteriori description of knowledge is parallel to primary and secondary quality in human
understanding. A primary quality includes properties of an object that are independent of the observer, such as an
apple having weight, size, and color. A secondary quality refers to some property of the object according to the
observer, for example apples are red.

Primary knowledge is embedded in ontologies, such as the definition "If the soil is moist, the crops will
flourish." Secondary knowledge is derived from IoT sensors such as “soil dry”. The resulting knowledge builds
upon the findings, assuming what else serves as an indicator for crop prosperity, such as sunlight and fertilizer.
Secondary knowledge can become primary knowledge when the quality it describes can be generalized. Similarly,
when inventive knowledge (such as a hypothesis) has been scientifically proven, the parameters it describes become
secondary knowledge. This is consistent with the theory of verificationism [17], which serves as the basis for the
proposed system of machine knowledge regarding the formation of a data array.

The structure is adapted from the theory of verificationism, which provides a breakdown of scientific
methods. This is a school of thought where knowledge is obtained as a result of experimentally verified
observations. Since society developed by of this scientific path, its framework for acquiring knowledge through
observation can be borrowed for the design of autonomous machines for learning.

The framework describes how loT sensors can autonomously exchange knowledge with other sensors. It
consists of three databases, namely the Ontology, Parameters and Hypotheses databases. When sending data from
0T sensor databases, services are labeled according to primary, secondary, or invented knowledge levels. 10T
sensors share knowledge through advertising and service discovery with other 10T sensors.

The Ontology database contains inference rules. It takes rules either directly from other sensors of the
Internet of Things as Primary Knowledge, or from an established ontology definition, or from its parameter
database.

The Parameters database contains name-value data pairs. It accepts values either from loT devices as
secondary knowledge or from its database of hypotheses. Secondary knowledge can become primary knowledge
after checking the rules in the database through some inductive learning. A family of machine learning techniques
such as rule learning, classification, and Bayesian inference can be used for inductive learning.

The Hypothesis database contains untested inference rules. It takes rules either directly from other loT
sensors, such as Invented Knowledge, or from any Ontology definition or from its Ontology database. Invented
knowledge can become secondary knowledge after some observations of values conforming to a distribution or
pattern. Statistics can be used to observe the distribution of data.

The Hypothesis database also learns from the Ontology database. The original knowledge from the
Ontology database can become the invented knowledge after generating the rules using abduction techniques. For
example, given the rule "apples are red," the rule attempts to infer whether an object is an "apple” when "red" is
observed. In this system, abduction is triggered when the observed chewable quantity (ie red) does not yield a class
result (ie apple).

When creating rules, the system implements the two theorems discussed earlier. First, it uses natural
language processing to understand human speech. Natural language can find synonyms, homonyms and word
categories. In "apples are red", natural language reveals that "red" is a color and "apple" is a noun. So she wants to
find other nouns, so she creates a rule like "(noun) is red." The use of natural language in this process implements
Theorem 1.
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Second, the platform exchanges ontologies with other 10T sensors. Ontologies are built in such a way that
the rules of inference are understandable to humans. Although 10T sensors are machines, the structure of ontologies
must convey meaning.

The proposed intelligent database can be applied to various 10T industries (i.e., smart home, farming, smart
city, and healthcare) for autonomous knowledge sharing and accumulation. However, the proposed framework does
not address how 10T devices can learn adaptively in a constrained environment.

The platform can use ontologies to integrate 10T devices with intelligent systems. Choosing any model
involves evaluating how critical the application is. For example, when considering the right model for a remote,
mission-critical application, one can accept the availability of resources in the cloud, provided that network latency
and network availability requirements are optimized for the remote application. The advantage of this model is that
10T sensors in the cloud can learn from remote sensors in the background, regardless of the latency of the network
connecting to the remote application. The downside is that network latency can become a bottleneck when the need
for real-time decision making increases.

The framework addresses the current gap in the reuse of ontologies across domains by requiring the use of
human language to name entities and relationships. Despite the fact that the system solves the current problem of
reusing ontologies, it accepts an imperfect definition of intelligent systems. The intelligent objects in the case study
are aware of and respond to changes in their environment, actively make decisions and communicate with other
intelligent objects, and help others. In addition to this, strong artificial intelligence includes the manifestation of
emotions and desires, the formation of a personal character when it gets into different situations. However, there is
little debate as to whether 10T systems should exhibit a strong Al character, or whether this could be
counterproductive. Hence, holistic frameworks offer new insights into intelligent 10T systems.

The convergence of 10T and big data analytics has created enormous opportunities. Machine intelligence
based on loT data has brought the cyber and physical worlds together and greatly improved to explore real-world
problems from a cyber-physical perspective. The efficiency and reliability of processes and systems have improved
significantly. System operators now have better monitoring and control over their systems and processes, and
business intelligence people better understand their challenges and make informed decisions. While the convergence
of machine intelligence and the Internet of Things has opened up many opportunities, there are several challenges
that are holding back their growth.

Machine learning algorithms rely heavily on loT data generated and transmitted from loT devices to
improve decision-making. Within 10T, different layers of 10T, such as perception layer, transport layer, and
application layer, are vulnerable to cyber attacks. For example, malicious code injection, node spoofing,
impersonation, speech-in-service attacks, routing attacks, and data transit attacks are some examples of cyber attacks
in the 10T system model. To protect an 10T system from these cyber threats, it is important to have a proper trust
management system in place. 10T devices themselves require proper attention as most devices do not have adequate
security mechanisms.

First, users can add security solutions at any time in a traditional IT scenario; however, most 10T devices do
not have security solutions, while others have built-in security solutions, and most devices do not support additional
security patches, solutions, or updates later after the devices are manufactured.

Second, due to low memory and processing limitations, only simplified algorithms.

Third, a wide variety of devices are used in an 0T environment. Because of this heterogeneous nature,
security risk is increased by the integration of different device types, technologies, and vendors.

Fourth, the 10T application layer suffers from privacy issues. Leakage data and data eavesdropping can
have potential consequences. Fifth, loT communication protocols are also vulnerable to cyberattacks and threats,
including data-in-transit attacks, routing and DoS attacks, key management issues, high computational cost, and lack
of user control over privacy.

10T applications will require faster processing and decision-making, bringing data processing closer to the
consumer. Sending data to the cloud takes time and a lot of bandwidth. Analytics at the 10T edge has therefore
opened up the possibility for future impacts.

One of the reasons for this trend is that the use of sensors is widespread in many areas of life and business,
such as vehicles, manufacturing and healthcare, creating continuous streams of data. This large amount of data
becomes the raw material for businesses and governments to gain insights and new knowledge using machine
learning techniques. The motivation includes competing or creating better policies when there is enough data, which
gives rise to the urgency of learning from data.

Another driver is the convergence between 10T and critical infrastructure due to their demand for mission-
critical applications. Data is processed closer to the consumer when low latency is critical. The current trend is that
trivial programs tend to become critical or can be redesigned to support critical programs.

The challenge against this trend is that edge devices (such as mobile devices) tend to have lower computing
capabilities than the cloud data center. On the other hand, machine learning data analysis requires high computing
power and storage. In this context, the proposed machine learning system in the 10T environment can solve this
problem. Her future work may include exploring a federation of knowledge-sharing edge devices. An edge device
equipped with the highest computing performance can handle data processing tasks. The edge device that has the
most bandwidth can communicate with the cloud to offload its computing tasks.
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loT technologies have enabled the platform to communicate between a large number of connected sensors
and sensors. When mission-critical applications and end users require a large number of interconnections, scalability
becomes an issue that must be addressed. For example, large amounts of data need to be distributed across multiple
end devices, where the devices simultaneously solve computational problems. So, distributed machine learning
algorithms with edge computing are a potential solution. This enables computational decisions to be made at the
edge, which is closer to 10T devices.

Advances in human language research will help improve machine learning tasks in a distributed system.
Human language puts context behind data values, allowing connected 10T devices to collaboratively label their data,
learn from other devices, thereby introducing distributed machine learning to solve computational problems.

In hyperconvergence, storage is shared among a large number of distributed nodes, and their combined
performance helps solve the problem of resource sharing.

Conclusions

The paper examines the principles of forming a data array based on a neural network in the field of the
Internet of Things. 10T devices are limited in computing and communication resources, which is a bottleneck in the
development of adaptive intelligent solutions using machine learning techniques. The formation of a data array
based on a neural network is based on taking into account the semantics of the tasks being solved, which makes it
possible to make the solution of these tasks more structured and transparent for the user, as well as to make
additional adjustments to the process of learning the neural network and solving tasks. The implementation of the
described algorithm for the formation of the data array, as well as the corresponding intellectual environment, will
allow to reduce the threshold for developers to enter the field of solving problems using a neural network.
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