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ANALYSIS OF DISTORTIONS DUE TO BPG-BASED LOSSY COMPRESSION OF
NOISE-FREE AND NOISY IMAGES

Compression algorithms have become a popular way to deal with the problem of rapidly increasing data volume
produced by images from different sources. These algorithms can be divided into two groups called lossless and lossy
compression. In the case of providing a high compression ratio, lossy compression is needed. The paper utilizes Better
Portable Graphics (BPG) as one of the promising lossy compression coders. For compression procedures, noise presence plays
an important role in the sense that noise can affect compression performance and resulting image quality. This article deals
with an analysis of the statistical characteristics of distortions introduced due to image lossy compression by the BPG coder.

The subject of this paper is the statistical characteristics of distortions introduced due to lossy compression of noise-
free and noisy grayscale images. The goal is to analyze the characteristics of distortions introduced by the BPG coder and
provide information about residual noise that can appear due to the compression of noisy images. The task is to calculate the
statistical characteristics of distortions for several cases (noise-free vs. compressed; noise-free vs. noisy-compressed; noisy vs.
noisy-compressed), create histograms, and analyze their behavior.

The main results are the following. The properties of the introduced distortions have to be studied for the
reasonable setting of the coder parameters and control of compressed image quality. We show that the distortions might
have distribution close to a Gaussian but it can be also heavy-tailed. This depends on several factors including the noise
presence in an image to be compressed, image complexity, and the coder parameter Q. The noise presence leads to specific
properties of introduced distortions and residual noise that can be useful for further post-filtering of compressed noisy
images.

Keywords: BPG coder, lossy image compression, distortion analysis, greyscale images.

KOBAJIEHKO BOI'TAH, JIVKIH BOJIOAUMUP

Haunionaneuuii aepokocmiunmit yHiBepcutet iM. M.€. XKykoBcbkoro "XAI"

AHAJII3 CHOTBOPEHB, CIPUMUHEHUX BPG-CTUCHEHHSM 3 BTPATAMMU BE3IIYMHUX I
3AINYMJUIEHUX 30BPA’KEHDb

Anzopummu cmucHeHHs1 cmaJau NONYAsiPHUM CnOCO60M sUpiuleHHS1 npobaeMu WeUIK020 36i1bWeHHs 06csigy 0aHUX, OMPUMAHUX
i3 306padiceHb 3 pisHUX dxcepen. L]i anzopummu modxcHa po3dinumu Ha 08i epynu, sIKi HA3UBAIOMbCSI CMUCHEHHSIM 6e3 8mpam [ CMUCHEHHAM
3 empamamu. Y eunadky 3a6esneveHHs suwj02o0 koe@iyieHmy cmucHeHHs1 NOMpibHO eUKopucmosysamu CMUCHeHHs 3 empamamu. Y
cmammi eukopucmaHo Better Portable Graphic (BPG) sik 00uH 3 nepcheKmueHuUx memodi@ cmucHeHHs 3 empamamu. Jjas npoyedyp
CMUCHEeHHS1 HasieHicmb wyMmy 6idizpae sascaugy poab y MOMY CeHCl, WO WyM Modce 8naueamu Ha SIKicmb CMUCHEHHSI ma siKicmb
ompumaHoz0 306pasceHHs. [jss cmamms npucesiteHa aHaizy cmamucmu4HuUX Xapakmepucmuk CnOmMeopeHsb, Wo BHOCAMbCST 8HACAIO0K
CMUCHeHHSs1 306paxceHb 3 empamamu 3a donomoz2or kodepa Better Portable Graphics (BPG).

IIpedmemom docaidxceHHs1 € cmamucmuyHi Xapakmepucmuku ChomeopeHs, W0 8HOCIMbCS BHACAIOOK CMUCHEHHS1 3 empamamu
HaniemoHo8uXx 306paxceHb 3 WyMoM ma 6e3 wymy. Mema - npoaxaizygamu XapakmepucmuKku cnomeopeHs, ujo 8Hocsimucst BPG-kodepom,
ma Hadamu iHgopMayir npo 3aAUWKO8I WYMU, SKI MOKYMb 3'18A51MUCST NPU CMUCHEHHI 3auyMAeHUX 306paxceHb. 3a80aHHS NOASI2A€E 8
06YUC/eHHI CMAamMUCMUYHUX Xapakmepucmuk cnomeopeHb 045 KiAbKoX eunadkig (6e3 wymy npomu cmucHeHo20; 6e3 wymy npomu
CMUCHEHO020 306PAXNCEHHS] 3 WYMOM,; 306PANCEHHS] 3 WYMOM NPOMu 306pAXCeHHs 3 WYMOM ma CMUCHeH020), nobydosi zicmozpam ma
aHani3i ixHboi nogediHKuU.

OcHOBHI pesysabmamu noJsi2alomev y HAcmynHomy. BugeueHo esnacmusocmi eHeceHUX cnomeopeHb 045 06TPYHMOB8AHOZ0
HaaawmyeaHHs napamempie kodepa ma KOHMPOW SIKOCMI cmucHeHo20 306padiceHHs. [loka3aHo, Wo CnOMEOpeHHsT MOojicymb mamu
po3nodis, 6ausvkull do 2ayciecbkozo, ase po3nodin moxce mamu i eaxckuil xeicm. Lle 3asexcumb 6i0 dekinbkox gpakmopis, skaouarou
HAsI8HICMb WYMY 8 306paxceHHi, W0 CMUCKAeMbCsl, CKAAOHICMb 306paxceHHss ma 3HaveHHs1 napamempy kodepa Q. HaseHicmb wymy
npusgodums 0o cneyudiyHux saracmusocmell BHeCEHUX CNOMBOPEHb MA 3AAUWKOB020 WYMY, 3HAHHS SIKUX MOXce 6ymu KOPUCHUMU 0151
nodasavwoi nocm-ginempayii cmucHymux 306pasiceHs 3 WyMoM.

Knatouosi caosa: BPG-kodep, cmucHeHHsl 306pajceHb 3 8mpamamu, aHa1i3 ChomeopeHb, HaniemoHo8i 306paiceHHsI.

Problem overview

Compression has become an inalienable part of image processing nowadays [1]. This is because of several
reasons. First, images are the one of the main parts of visual information transferred via networks and stored [2].
Second, in many areas, a huge number of images is produced, for example, this relates to remote sensing,
advertising, medicine, and so on [3, 4]. So, to reduce the size of such data, compression methods and algorithms are
used [5]. There are various techniques that can be applied to solve this task. All of them can be divided into two
groups: lossless and lossy ones [6]. The key differences between these two groups are the compression ratio (CR)
and introduced distortions. Lossy compression can provide significantly higher CR, but it also brings some
information loss. In image compression, information loss might appear as artifacts, smoothed details, and so on [7].
As a result, there should be some trade-off between image quality and compression ratio. Such a trade-off depends
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on the application since, in some situations, better quality is preferred whilst, in other applications, a smaller output
size (a larger CR) is more important [8, 9].

There are applications where the quality of original and compressed images is not high (e.g., due to the
noise presence) and such images require additional quality improvement. A solution in this case can be
decompressed image post-filtering [10]. This procedure is often able to improve the overall image quality and makes
the final image more acceptable for some applications. To maximize the positive effect of filtering, it is desired to
know the exact type and properties of the noise present in the target image before and after lossy compression. That
is why, this study aims to provide detailed information about distortions that lossy compression brings to an image.

Recall that the noise can be of different types and intensity. It can be visible or invisible [11]. As a result,
noise affects distortions introduced by lossy compression of images in a different manner [12]. In addition,
distortions depend on image complexity and the coder used. Here we consider the better portable graphics (BPG)
coder [13], which is characterized by certain advantages compared to other modern lossy compression techniques.

Analysis of recent sources

The influence of statistics of distortions due to lossy compression on image visual quality and classification
accuracy has been already studied by Aiazzi et al [14, 15] and Lukin et al [16, 17]. Italian researchers [14, 15]
considered the task of near-lossy compression of hyperspectral data to prevent classification accuracy reduction due
to distortions. Statistical analysis for AGU and ADCT coders (https://ponomarenko.info/#dow) for grayscale noise-
free images was performed in [16]. Both coders belong to the discrete cosine transform (DCT) based family of
coders. The authors studied the statistical and spatial-spectral characteristics of distortions introduced by lossy
compression and showed that distortion distribution is close to normal for small values of compression control
parameters (CCP), but it can significantly differ from normal for large values of CCP. The dependence of distortion
characteristics on the image complexity and structure has been recently demonstrated in [17].

Taking into account that the BPG coder also belongs to the DCT-based family of coders, it is expected to
have similar distortions characteristics. It is also worth studying the case of noisy images, which was not considered
in the previous research (taking into account the prevalence of noise-affected images in some real-life situations).

The purpose of the work is: to analyze the distortions introduced by lossy compression performed by the
BPG encoder for noise-free images as well as for images corrupted by additive white Gaussian noise. In the first
order, we determine are statistical characteristics Gaussian or non-Gaussian.

Presentation of the main material

It was mentioned in the introduction that there are dependencies between image properties and compression
results. For this study, we have used two images that can be treated as having simple and complex structures. The
term “image complexity” can be described in various quantitative and qualitative ways. Verbally it can be described
in the following way: an image is considered more simple if a larger percentage of its pixels correspond to image
homogeneous (or, at least, quasi-homogeneous) regions. Quantitatively, the complexity of noise-free images can be
characterized by entropy. Examples of simple and complex structure images used in our study are presented in
Fig.1. The image Frisco represents an example of a simple structure image whilst the image frO1 is a complex
structure one (contains considerably more pixels that correspond to edges, small-sized details, and textures.

=

Fig. 1. The used test images Frisco (a) and fr01 (b)

The reasons for studying the (BPG) coder were the following. First, this is a quite novel coder that aims to
replace the widely used JPEG [13]. The BPG coder can provide a higher compression ratio for similar quality
compared to JPEG. Second, it has native support of 8 to 14 bits per channel, as well as support for the same color
formats as JPEG (grayscale, YChCr 4:2:0, 4:2:2, 4:4:4). The compression control parameter that is used in this
coder is called the Q parameter, and its higher values lead to higher values of CR, resulting in a downgrade in image
quality. The values of parameter Q vary from 1 to 51. Third, it is also a well-studied coder; in our previous works,
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the coder showed good results in lossy image compression and proved its effectiveness both in working with
grayscale and color images corrupted by various types of noise [18, 19].
The overall method of distortion analysis for the noise absence case can be performed as follows: an initial

noise-free 8-bit grayscale image that can be denoted as Lisi=1 o Ngj=1,.., N (N, and N; represent the size of
the image); then compress this image with different values of the Q parameter. Each compressed image can be
presented as IE Q),i=1, .., N;;j=1, ..., Ny, Ny and N;. As a result, the distortions obtained during lossy
compression for specific values of Q can be described by differences

A(Q)=1,-1°(Q).,i=1,....Nij=1 .., N, (1)

where 1] compressed noise-free image.

The next step is to analyze the obtained array of differences (1). Such an analysis can be performed in
different ways. One of them is to carry out simple statistical analysis, e.g., to obtain histograms of differences and to
check whether or not the distributions follow the normal law. Additionally, it is worth calculating statistical
parameters to answer some additional questions: how heavy is the tail of the distribution if it turns out to be non-
Gaussian, and is the distribution symmetric? For this purpose, we further use such parameters as variance, mean,
kurtosis, and skewness [20]. The two latter parameters have to be close to zero if the distribution of a random
variable (random process) is close to normal.

It was said that we deal with multiple values (a certain range) of Q values. This is explained by two facts.
First, in practice, one might need to provide different characteristics of compressed images depending on
requirements and their priority. Second, for the case of noisy image compression, we have to pay the main attention
to the neighborhood of the optimal operation point (OOP) [19] since it is of major practical value in real-life
situations. That is why, we use values of Q that start at 15 and end at 40 with a step of 5.

First, let us start our analysis with the simple image Frisco where noise is absent. The calculated statistical
parameters obtained for this case are presented in Table 1.

Table 1
Statistical characteristics of distortions for the Frisco image
Q Kurtosis Skewness Mean Variance
15 0.2003 -0.0021 -0.0026 0.5289
20 0.4136 0.0147 -0.0019 1.1677
25 0.9217 0.0125 -0.0204 2.5667
30 2.0129 0.0539 -0.0341 5.2719
35 3.4047 0.0835 -0.0880 10.6142
40 4.9193 0.2543 0.0062 22.5580

From data in Table 1, the following conclusions can be drawn: for Q equal from 15 to 20, the values of
kurtosis are close to zero, as are the values of skewness, which means that the obtained distortions can be treated as
Gaussian. With Q increasing, values of kurtosis start to increase as well. For Q = 25, kurtosis is about unity, and
each next step increases the values of kurtosis by one. As a result, the distribution looks less and less like Gaussian.
It also needs to be noted that the values of mean and skewness are close to zero for all considered cases of Q. Thus,
we have a symmetric heavy-tailed distribution of introduced errors. Also, note that the variance of differences (mean
square error (MSE) of introduced distortions) quickly increases with Q growth and the distortions become visible for
Q=40 (this usually happens if MSE exceeds 20).

The next studied situation is the compression of a more complex image. Statistical parameters for the
obtained differences are presented in Table 2.

Table 2
Statistical characteristics of distortions for the fr01 image
Q Kurtosis Skewness Mean Variance
15 -0.0226 0.0037 -0.0155 0.5855
20 0.1362 0.0277 -0.0139 1.8969
25 0.3321 0.0465 -0.0505 6.0132
30 0.8125 0.0902 -0.0359 16.4319
35 1.6626 0.1742 -0.0735 41.4552
40 2.9806 0.2448 -0.1909 93.4525

In this case, the situation is similar except for the following points. Kurtosis is close to zero for a wide
range of Q values (from 15 to 25), and it becomes close to unity for Q = 30. From these results, the following
conclusion can be drawn — the distribution of distortions retains its Gaussian properties even for larger values of Q
in comparison with the case of compression of simple stricture images. One more difference between simple and
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complex structure image compression is that the variance of the differences is higher for complex images, especially
for Q>25.
The obtained conclusions can also be confirmed by analysis of the obtained histograms. For the Frisco
image (Fig. 2), for Q equal to 30 and more, the distribution becomes non-Gaussian (heavy-tailed).
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Fig. 2. The histogram of difference for the Frisco image for six values of Q

The distributions of differences (1) obtained for compression of the fr01 image are presented in Fig.3.
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Fig. 3. The histograms of differences values for the fr01 image for six values of Q

Overall, similar situations exist for the simple image. The distribution becomes less Gaussian with Q
increasing. But in this case, the distributions are clearly non-Gaussian for larger Q.
The next step is to check if the noise that can be present (recall that, in real life, it is hard to acquire a noise-
free image, except in the cases of computer-generated images) affects the behavior of distortions. In the case of
noisy images, it is possible to use two ways of using the formula for differences (1). The first is to use (1) as it was
previously (for noise-free images). In this case, an initial noise-free image compared to an image that was corrupted
by noise and then compressed with some Q parameter. This allows studying the properties of residual noise in
compressed images, this is important for the methods of compressed image post-filtering [10]. The second one is to
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use I'j (noised image) instead of 1 (noise-free image); in other words, a compressed image is compared to the

corresponding noisy image.

The first variant is to check what are the properties of combined distortions that is the joint influence of the
noise and lossy compression. In the second case, the difference analysis characterizes the properties of distortions
introduced by the encoder applied to noisy images or how the presence of noise in the image affects the distortions’
distribution.

For noise simulation in this work, we have used additive white Gaussian noise (AWGN), which is known
as one of the simplest noise models and a good starting point in research. Overall, according to the noise model, a
noisy image can be described in the following way:

1" =1 +n_ )

ij ij ij’

true

where I”l denotes the noisy ij-th pixel value, 1, is the true ij-th pixel value, n ; is the value of AWGN

having zero mean and the variance o°. Below we assume that noise variance is a priori known or accurately pre-
estimated in advance.

Let us start from the first case when we add noise to the image and use the (1) formula, taking into account
that now we compress the noisy image. As a result, the formula (1) can be changed in the following way:

A (Q)= lij—li“j‘C(Q),, i=1L ... Nij=1,.., N, ()
where 1] is the compressed noisy image.

First, let us look at the histograms obtained for this variant that are presented in Figs. 4-5. It is also
important to note that the variance of AWGN is equal to 100 (in this case, the noise is visible in most noisy images).
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Fig. 4. The histograms of differences between the noise-free and compressed noisy images
for the Frisco image

From the analysis of data in Fig. 4, it is possible to see that for Q in the range of 15 to 30, the distribution
has a Gaussian shape. For larger Q, it seems that the residual noise in the compressed image starts to be non-
Gaussian. The noise filtering effect due to lossy compression is observed for Q=35 and Q=40 where Q=35
corresponds to the optimal operation point [10].

Table 3
Statistical characteristics of distortions (residual noise) for the noisy Frisco image
Q Kurtosis Skewness Mean Variance
15 0.0198 -0.0105 -0.0252 104.0136
20 0.0247 -0.0078 -0.0139 103.3174
25 0.0329 -0.0052 0.0046 100.1885
30 0.0419 -0.0079 0.0031 90.8979
35 2.6541 0.0054 -0.0148 24,9837
40 4.7843 0.2334 -0.0180 25.0086
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Fig. 5. The histograms of differences between the noise-free and compressed noisy images for the fr01 image

In the case of a more complex image (see data in Fig. 5), the tendencies are similar. This time the
histograms might have additional or local peaks (are not as smooth as previously). The distributions in Figures 5,e,
and 5,f seem narrower than for other histograms. This deals with partial noise suppression when lossy compression

Table 4
Statistical characteristics of distortions (residual noise) for the noisy fr01 image
Q Kurtosis Skewness Mean Variance
15 0.0382 -0.0074 0.0285 103.3563
20 0.0389 -0.0079 0.0303 103.0498
25 0.0558 -0.0095 0.0535 101.6223
30 0.0716 -0.0077 0.0331 98.9175
35 0.9200 -0.0102 0.0107 77.7847
40 2.6319 0.1937 -0.0498 98.4561
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Fig. 6. The histogram of differences (3) for the noisy Frisco image

As one can see, the distributions seem to be close to Gaussian for almost all values of Q.
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Fig. 7. The histogram of differences (3) for the noisy fr01 image

Preliminary conclusions that follow from histogram (Fig. 4 and 5) analysis are confirmed by statistical data
presented in Tables 3 and 4. Kurtosis is close to zero for Q=30 and less. But it is not close to zero for Q=35 and 40
indicating non-Gaussian properties of residual noise. Another interesting moment is that the variance of distortions is
smaller than the AWGN variance for Q=30, 35, and 40 — this is associated with the aforementioned noise filtering effect.

The final situation to be considered is when the differences obtained due to lossy compression for specific
values of Q can be described as:

N NC

A=1" -1 i=1, ..

ij °°

,N;j=1,..

b NJ y (4)
where Ii'? is the noisy image (artificially noised image in our simulations) and Ii'?c is the compressed

noisy image. The histograms of A . are presented in Fig. 6, and Fig 7. Overall, at the first glance, for both images, it

appears that distortions are more Gaussian-like than those shown previously.

The statistical parameters (presented in Tables 5 and 6) prove that statement. For the simple structure
image, the kurtosis and skewness is close to zero for all values of Q. The complex structure image (see data in Table
6) shows similar results except for Q equal to 40.

Table 5
Statistical characteristics of distortions for the noisy Frisco image
Q Kurtosis Skewness Mean Variance
15 -0.1551 0.0260 -0.0276 0.5396
20 -0.1021 0.0022 -0.0162 1.7164
25 -0.0656 -0.0058 0.0023 5.6524
30 -0.0310 -0.0002 0.0008 19.8241
35 0.0331 0.0017 -0.0171 94.6806
40 0.1052 0.0188 -0.0204 120.9301
Table 6
Statistical characteristics of distortions for the noisy fr01 image
Q Kurtosis Skewness Mean Variance
15 -0.2062 0.0179 -0.0243 0.5137
20 -0.1956 -0.0134 -0.0225 1.5821
25 -0.1404 -0.0012 0.0007 5.1657
30 -0.0633 -0.0076 -0.0197 18.3098
35 0.0621 -0.0036 -0.0421 78.5642
40 0.5193 0.0802 -0.1026 169.9732
Conclusions

In this study, we have analyzed the characteristics of distortions due to lossy image compression by the
Better Portable Graphics coder. The cases of noisy and noise-free images are also considered. It is shown that for the
noise-free images, as Q increases, the introduced distortions tend to become non-Gaussian. This starts to happen for
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Q about 30. For larger Q, the distribution of distortions becomes non-Gaussian.

It is also shown that the presence of noise in an image to be compressed affects the distortion introduced by
the considered encoder. In this paper, the noise model used was AWGN, and as a result, the combined distortions
are mostly close to Gaussian, especially when comparing a noisy image with a compressed one.

Further research steps can deal with the development of an approach to post-filtering that takes into account the
information about distortions obtained due to compression to increase the overall quality of the final (compressed) image.
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