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DEVELOPMENT OF RELIABLE QUESTION-ANSWERING SYSTEM FOR
FINANCIAL ACCOUNTING STANDARDS STUDY AND ANALYSIS: CONCEPTS
AND CHALLENGES

Current paper provides challenges and concepts that emerge during development of ChatGPT-like question-
answering system for analyze and study financial accounting standards (such as IFRS, US GAAP, UK GAAP, etc.) differences
and usage, including issues of compliance between different types of financial reporting in different standards, which called
FinancialStandardTableGPT (or FST-GPT). Issues of processing data in various types and formats, as well as various cases
with their sources and initial quality were considered during system development. To solve these issues, it was proposed to
use solutions based on consequent usage of Deep Learning models which are able to effectively process financial reporting
information from a large number of various formats because of this configuration. The paper also examines in detail the task
of integrating data and commands formed on the basis of natural language and tabular data, including the issue of
transforming natural language commands into a sequence of instructions over tabular data and final result forming, which is
presented in the form of tabular data and an optional additional explanation, which is presented in natural language form. In
addition, current paper examines the limitations of classic GPT architectures for working with tabular data and considers
GPT-based solutions that allow to successfully solve this issue, their features and the specifics of forming the necessary
dataset of tabular data, which is oriented towards the implementation in dialogue systems which using LLMs. As a result,
proposed system is focused on processing of user queries in form of text combined with financial report tables in various
formats. Architecture of the FST-GPT is based on set of Deep Learning and Machine Learning models used in succession and
combined with fine-tuned domain-specific LLM.

Keywords: Financial accounting standards, Question-answering systems, LLM, GPT, Software Engineering, Software
Reliability

JIOBPOBOJILCHKMI 0PI, IIPOXOPOB ITABJIO,
I[MPOXOPOB MUKOJIA, ITABJIIOYEHKO OJIET, MAKAPVYK OJIEI

YepHiBelbKUH HallioHaIbHUH YHIBepcuTeT iM. 0. denpkoBuya

PO3POBKA HAJIMHOI IIAJIOTOBOi CHCTEMM JIJISI BABYEHHS TA AHAJII3Y CTAHJIAPTIB
®IHAHCOBOI'O OBJIIKY: KOHIEMIIi TA BUKJIUKHA

IlomoyHa poboma 8uceim.€e BUKAUKU mda KoHyenyii eénposadiceHHs: 0ia10208uUX cucmem 3 GUKOPUCMAHHAM WMYYHO20
inmesnekmy ma Beaukux MosHux Modeseii 045 3a0a4 sus4eHHst ma aHaaizy cmaxndapmie ginaHcogoi 38imHocmi (makux sik IFRS, US GAAP,
UK GAAP ma iHwux), ix eidMiHHOCmel ma npakmukK UKOPUCMAHHS, Y MOMY 4ucai hpobaemamuka 8ionogioHocmi Mixc pi3HUMU eudamu
dinaHcosoi 38imHocmi y pisHux cmandapmax. IIpu po3pobyi cucmemu 6y10 po3zassHymo hpobsemu o6po6Kku 38imy 6 pisHux eudax ma
dopmamax, a makodxc pisHi cumyayii 3 ix dxcepesamu ma nouamkoeoio sikicmio. [lasi eupiweHHs yux 3aday 6y/0 3anpoNnOHOBAHO
B8UKOpUCMAHHS piweHb Ha ocHosl Deep Learning modesell, ujo y pe3ysbmami nocai008HO20 8UKOPUCMAHHS CNPOMONCHI edhekmueHo
06pobasmu  iHopmayiro @pinaHcogoi 36imHocmi 3 eeaukoi kinbkocmi pisHomaHimHux dopmamis. Takosxc y po6omi demasbHO
posaasidaemuvesl 3a0aya iHmezpayii daHux ma KomMaHd wo cghopmoeaHi Ha OCHOBI HaAMYpa/bHOI Mo8U ma mabauvHoi iHgopmayii, npu
YbOMYy OKpeMO pO32/15HyMO NUMAHHS NepemeopeHHs KOMAaHO HamypaabHOi Mo8U y NocAi0oeHicmb [HCmMpYKyill Ha0 mab6/auvHoo
iHgpopmayiero ma ¢popmysaHHs KiHyesozo pesysbmamy, wo npedcmasjaeHull y eueasdi mabauvHoi iHgopmayii ma onyioHaabHUM
dodamkosuM nosiCHeHHAM y 8u21510i HamypaabHoi mosu. OKpim mozo, y pobomi po3ansdarombuest oomedceHHs KaacuyHux GPT-apximekmyp
no pobomi 3 mabauuHorw iHgopmayiclo ma posaasdaromucsi 3acHosani Ha GPT piweHHs wo 003804510mb ychiwHO eupiuwlysamu Yo
npobsemy, ix ocobaugocmi ma cneyudiky dopmysanHs HeobxioHozo damacemy mabauvHoi iHgopmayii, wo opieHosaHull Ha
s8npoeadcenHs y diasnozoei cucmemu 3 gukopucmaHusim LLM. Y pesyasmami 3anponoHosaHa Hamu cucmema, 045 sikoi 06paHo Ha38y
FinancialStandardTableGPT (a6o ckopouero FST-GPT), 3acHogaHa Ha 06po6yi 3anumie kopucmysauis y gpopmi mekcmy 3 gpinaHcosumu
mabauysimu y pizHomaHimuux opmamax. Apximekmypa FST-GPT 3acHosaHa Ha apXximekmypax 2/AuGUHHO20 HABYAHHS MA MOOesX
MAWUHHO20 HABYAHHS Y KOMOIHAYIi 3 cheyiasbHO CKOH@izypogaHumu ma cneyianizogaHumu LLM.

Karwwuosi cnosa: DiHaHcosa 3eimHicmyb, Beauki Mosui Modenai, GPT, LLM, IIpoepamHa iHxceHepis, HadiliHicmb npozpamHozo
3a6e3neyeHHs
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Introduction

Due to the development of technology and the openness of financial markets, the need for the development
of uniform and common financial accounting and managerial accounting reporting standards has arisen. Even
though in most of countries with a market economy compliance with internationally accepted standards (such as
GAAP and IFRS) is established at the legislative level, in practice, each country in fact has its own financial
reporting standards because of various economic and socio-cultural reasons. Such national standards are close to
international standards to varying degrees, for example there are different GAAP implementations like US GAAP,
UK GAAP, BR GAAP, etc. which have many specific differences in accounting and reporting between themselves
[1,2].

Also, progress in NLP/IR fields and vast amounts of unstructured data retrieval and processing techniques
in recent years has increased significantly. This made it possible to effectively integrate applications based on these
technologies into various stages of financial reporting processes [3].

Related work

Proposed work touches upon the problems of using dialogue systems based on Large Language Models to
solve problems of analysis and study of financial statements within the framework of certain standards. A detailed
overview of various methods and strategies for using Machine Learning and Informational Retrieval technologies is
described in [3].

The issues of differences in specific implementations of financial statements within the framework of
individual standards, their compliance and comparison practices were discussed in [1, 2].

Challenges and problems of constructing language models for use in economic and financial domains were
discussed in papers [8, 9]. Specific work of forming a dataset for this domain are revealed in [15], development of a
question-answering dialog system based on this dataset is shown in [14].

It is important to note that during solving problems of using GPT-based architectures in finance, the problem
of processing tabular data arises, especially in case if it is combined with additional textual information. Development
of GPT-based architectures that are capable of successfully performing such tasks is discussed in [5, 6].

Aim of the study

In current paper we propose a question-answering system that could help to study and analyze different
financial accounting reports to understand various reporting standards. The system is designed to solve the following
tasks:

e By given user text input answer to general questions about financial accounting and related financial
reporting (“What is the purpose of the Balance Sheet?”), answer to standard-specific questions about financial
reports (“How should we count the Goodwill according to US GAAP?”)

¢ By uploaded financial report document and input text answer to standard-specific questions related to
report (“Is uploaded report IFRS compliant?”)

¢ By uploaded financial report document and input text perform general tasks on report table processing,
summarization, counting, etc.

Although FST-GPT is designed to handle any kind of table in reports, it focuses mostly on standard
financial reporting documents tables, such as Balance Sheet, Income Statement and Cash Flow Statement of
different compliance categories. That’s why this system in some cases would have worse results than known
general-purpose models trained on general tabular data, such as Data-Copilot [4], TableGPT [5] and Microsoft
Table-GPT [6].

Methodology

Architecture of FST-GPT (Figure 1) is based mostly on TableGPT approach [5]. Key differences are:

e Table extractor is an additional module that is designed to process many different formats of financial
reports to appropriately restore, parse and extract tabular data in it.

e Instead of general-purpose Phoenix LLM [7], domain specific financial LLMs, that could be used through
BloombergGPT [8] and FinGPT [9], are required to use.

e LLM fine-tuning process is based on Microsoft Table-GPT [6] approach, which requires to use table-
tuning with the “(instruction, table, completion)” triples instead of the “(instruction, completion)” pairs.

Other parts of the system are similar in usage of BERT-like table encoder to extract vector representation
from parsed table and generating the chain of SQL-like commands to perform on initial table to get the answer of
the query in case of table manipulation tasks were given. General operation flow is as follows:

. User inputs text query and table (if required).
. Table extractor module extracts inner report table according to file format which user use to submit the

report. The result of such extraction would be represented as a table in some software-defined form (e.g.

Pandas DataFrame object for Python programming language).

. Table Encoder transforms table to vector representation.
. LLM process vector representation coupled with text input to generate answer and set of commands to
perform on extracted table to get generated table (if required).
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Fig. 1. Architecture of FST-GPT system

Table Extractor module (Figure 2) plays a very important role because of large number of possible financial
report digital formats. We could divide all possible input report formats into 3 groups:

1. Structured tables (Figure 3a) — report table could be relatively easy parsed and processed by table
formatting/processing scripts written in any general-purpose programming language using appropriate libraries
(CSV, XML, XBRL, JSON, Spreadsheet files formats).

2. Weakly structured tables (Figure 3b) — report table doesn’t appear in strict table format with explicit
margins. Although such tables could be easily recognized and processed by humans, additional processing to extract
content of the table is required. For this purpose, we use TSR-Net framework [10], which is based on fully
convolution network and graph neural networks, to recognize table structure and perform form parsing to extract
input report table. Possible file formats for this group include PDF and all plain text file formats.

3. Distorted structured, weakly structured or unstructured tables (Figure 3c) — are geometrically distorted
structured and weakly structured report tables that were made of digital scans/photos, which require table structure
restoration before any processing. For this case the TSRFormer framework is used [11]. Results of restored table
are processed by TSR-Net framework from previous group. File formats of this group related to digital image files
such PNG, JPEG, RAW, etc.

Output table
Structured tables
(CSV, XML, XBRL, N Table _
Spreadsheet file) 7| formatter o

N~ N

Weakly structured
tables (Text file, TSR-Net /
PDF) > GNN

S~ N

Distorted structured
or unstructured
tables (Scan/photo
as image file [PNG,
JPEG, etc.])

Y

TSRFormer

Fig. 2. Table Extractor Structure
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Assets 2020 2019
Current assets
Cash 6.756
Accounts receivable 5.614
Inventory 42,783
Prepaid expenses 4,511

Short-term investments

Total current assets 59.664
Fig. 3a. Structured table example

CONSOLIDATED STATEMENTS OF OPERATIONS
(In millions, except number of shares which are reflected in thousands and per share amounts)

Years ended
September 29, September 30,
2018 2017
Net sales $ 265595 S 229 234
Cost of sales 163,756 141,048
Gross margin 101,838 88,186
Operating expenses:

Research and development 14,236 11,581
Seifling. general and administrative 16.705 15,261
Total operating expenses 30,841 26,842

Fig. 3b. Weakly structured table example [16]

Fig. 3c. Distorted weakly structured table example

Because the use cases of proposed systems are limited to Financial Accounting domain and topics closely
related to it, we decided to use financial domain specific LLM in for FST-GPT. At the moment of writing this paper
only two production ready financial LLMs were available for use: BloombergGPT and FinGPT.

BloombergGPT is a 50 billion parameter LLM, that was trained on mixed domain specific and general data
corpus of over 700 billion tokens. Despite its size and proven effectiveness this LLM is not open for academics use,
so it could be added to system as primary only in case of commercial usage of proposed model.

FinGPT is an open-source and free for academics’ usage framework for financial LLMs that provides
different layers of usage, that makes it easy to integrate in our system with its layers APIs. Version v3.3 is based on
llama2-13b model [12], which makes it efficient for declared tasks.

In case of available computational resources there is an option to create own LLM from scratch. According
to FST-GPT architecture it could be also easily integrated, but to be efficient enough for declared tasks train data
should contain datasets:

e FinTabNet — dataset that includes complex table from S&P 500 companies with detailed table structure
annotations [13].
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e ConvFinQA — large-scale dataset that models long-range, complex numerical reasoning paths in real-
world conversations [14].

e FinQA — large-scale dataset with 2.8k financial reports for 8k Q&A pairs to study numerical reasoning
with structured and unstructured evidence [15].

Since the vast majority of modern LLMs, by standard settings, are not suitable for processing complex table
processing tasks (by standard configuration), in our system we propose to use the “table-tuning” approach [6] to
fine-tune selected LLM. For that purpose, we propose to create a special dataset for fine-tuning process, that
contains data in a form of (instruction, table, completion) triplets, grouped by different tasks, such as “question
answering by just text input”, “question answering by text input and uploaded balance sheet report”, “performing
balance sheet report data transformation” and other (Figure 4). Using this approach gives us the following
advantages:

e The ability to balance the system evenly across all possible types of user input

e The ability to configure the table encoder in an optimal way for various document chunking approaches,
for example in the Balance Sheet table we can logically separate parts associated with assets and liabilities, which
allows us to isolate these parts into separate entities and even encode them with separate vectors, which will increase
the performance of our model on specific tasks related to such report type.

4 T-1: Question Answering \ ( T-2: Quesﬁon Answering with N\
given report
Instruction: Instruction:
What is Goodwill according to US What value of the Goodwill according
GAAP? to US GAAP in given Balance Sheet?
Model response: Table:

According to US GAAP Goodwill is
intaglble asset that generated in case
of...

Model response:

According to given Balance Sheet
value of Goodwill is {"answer":
"18500 USD"}

\ AN /

Fig. 4. Examples of dataset entries in the (instruction, table, completion) form

Conclusion

Proposed question answering system is designed to help with study and analysis of financial accounting
reports and enables variety of additional options like report table manipulating, summarizing, making predictions
based and other NLP tasks available for tabular data. Implemented Table Extractor module makes it robust and
accessible to almost any type of possible report format, which is important because in educational practice good and
refined datasets are not always available.

In our future work we’re going to provide detailed benchmarks of implemented system and present
additional actions that make it possible to use this system using languages different from English using terms not
fully related to traditional English GAAP implementations.
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