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METOJ NOC/IIJOBHOT'O HABYAHHA 3 POBMEXXOBAHUMH
HIAMOIEJAMMU IJIA HNIJIBUINTEHHA EOEKTUBHOCTI IEPAPXTYHOI
KJIACHU®IKAIIL 306PAKEHD OJATY

Y cmammi npeocmaeneno memoo nocni008HO20 HABYAHHS CHeYiani308aHux Mooenell 01 IEpapxiuHoi Kiacugixayii
306pasicerb 0052y Ha 0CHOBL Moougirosanoi apximexmypu ResNet-50. Ha iominy 6i0 mpaduyitinozo nioxo0y 3 00HO0 MOOEILII0,
OOHUM 6X000M MA KOMOIHOBAHUMU GUXOOAMY, Y YIll CMammi GUKOHAHO NOOYO08Y MPbOX OKpeMux Moolenell, Wo HAGUAIOMbCsL
Nnocnioo6Ho 01 Kiacugixayii kamezopii, niokamezopiu ma ampudymis. Excnepumenmanvhe 00CniodceHHs npoeedeHo Ha HAbopi
oanux Fashion Product Images (Small) 3 ¢poxycom na xamezopiax "Oose" ma "Bsymmsa". Pe3ynomamu oemoncmpyioms cymmese
nokpawjenns mounocmi knacugikayii niokameeopiii 3 78,8% 0o 83,9% na nosnomy nabopi oanux ma cmiikicme 00 3HUICEHHSA
moyHocmi Knacudixayii 8 ymosax obmedxceHux OaHuUX — npu 3meHuleHHi HaguanvHoi eubipku 6 10 pazie mounicms Knacugikayii
niokamezopiii 3pocmac 3 32,4% 0o 70,2%. Po3pobaenuii memoo 3abesneuye smeHuleHHs CyMapHo20 posmipy mooeneti Ha 45% ma
weuowy 30ixcnicms (21-24 enoxu npomu 40). Ipakmuuna yinHicms Memoody NONA2AE Y MOACIUBOCMI epekmusHOl Kiacugixkayii 6
YMOBAX OOMENCEHUX OOYUCTIOBATILHUX PeCYPCIs MA HABUANLHUX OAHUX, WO € MUNOGOI0 CUMYAYIElo ONia CNeyiani3oeaHux 0OMeHie
eneKmpOHHOI Komepyii.

Knrwwuosi cnosa: icpapxiuna knacugixayis, ResNet-50, enuboxe HaguarnHs, po3nisHA6anHs 0052y, eNeKMPOHHA KOMepYis,
obmediceni Oani.
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SEQUENTIAL LEARNING METHOD WITH DECOUPLED SUB-MODELS FOR IMPROVING
THE EFFICIENCY OF HIERARCHICAL APPAREL IMAGE CLASSIFICATION

This paper presents a sequential training method for specialized models in hierarchical fashion image classification based on a modified
ResNet-50 architecture. Unlike the traditional approach with a single model, single input, and combined outputs, we developed three separate models
trained sequentially for classifying categories, subcategories, and attributes. The key innovation lies in training the subcategory model first with full
ResNet-50 optimization, then freezing these learned features for subsequent category and attribute models. This approach allows each model to
specialize in its specific classification task while maintaining computational efficiency. Experimental research was conducted on the Fashion Product
Images (Small) dataset, focusing on "Apparel” and "Footwear" categories comprising 24°996 images. The dataset presents significant challenges
including class imbalance, with some subcategories containing fewer than 100 samples. Results demonstrate significant improvement in subcategory
classification accuracy from 78.8% to 83.9% on the full dataset and robustness to accuracy degradation under limited data conditions— with a 10-
fold reduction in training samples, subcategory classification accuracy increases from 32.4% to 70.2%, representing a 2.2x improvement. The
developed method provides a 45% reduction in total model size (24.8M vs 45.6M parameters) and faster convergence (21-24 epochs versus 40). Each
specialized model employs a simplified MLP architecture with 512-256 neurons configuration, dropout regularization of 0.3, and L2 regularization
of 0.0005. The practical value of the method lies in enabling efficient classification under limited computational resources and training data
constraints, which is typical for specialized e-commerce domains. While attribute classification accuracy slightly decreased from 98.6% to 92%, this
trade-off'is acceptable given the substantial improvements in other metrics and the method's superior performance in data-scarce scenarios, making
it particularly suitable for real-world e-commerce applications where obtaining large annotated datasets is challenging.
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IMocranoBka npodJeMu

P03BHTOK TEXHOJIOTiHi MAITMHHOTO HAaBYaHHA Ta KOMII'IOTEPHOTO 30py BiAKPUB IIMPOKI MOKIMBOCTI JUIA
aBTOMarH3auii Oi3Hec-mpoueciB y cdepi enexTpoHHoi komepiii. Kmacudikamiss ta po3mizHaBaHHS NPOAYKTIB 3a
300paXCHHSMU € BaXJIMBOIO YAaCTHHOIO IHOTO TIPOIECy, OCKUIBKM J03BOJISIE ONTHUMI3YBaTH IIOLIYK TOBapiB,
ABTOMATH3YyBaTH CTBOPEHHS ONMCIB Ta MiJBHIIMTH TOYHICTh PEKOMEHAALIMHMX cucTeM. Ha mpakTuii BHHHKAIOTh
JIOZIATKOBI YCKJIaJJHEHHS: PI3HOMaHITHI pakypcH Ta (hoH 300pakeHb, OKI03ii, AucOanaHc KiaciB, HEMOBHI JaHi Ta iH.

MeTo10 aHOTO JOCIHi/KEHHS € MiABHINEHHS TOYHOCTI Knacuikamii oxsiry Ta Horo aTtpuOyTiB HAa OCHOBI
300paXKeHb, M0 MOXe OyTH BHKOPHCTAaHMM 30KpeMa JUIsi aBTOMAaTWYHOI IeHepalii ONWCIiB Ul OHJIaiH-MarasuHis,
i IBUIIEHHS SKAOCTi peKOMEH A THIX CUCTEM 1 MOIIYKY 3a 300pakKeHHSM TOIIO.

Tak, ogHUM i3 3aBIaHb € CTBOPEHHsS OaraTopiBHeBOI Mozenmi Kiacudikarii 300paxkeHb omAry (Kareropis—
MiKaTeropisi—aTpuoyT), 31aTHOT 30epiraTH BUCOKY TOYHICTh B yMOBaX OOMEKEHUX TaHUX, 110 MA€E MPaKTHUYHY IIHHICT
JUTS PO3BUTKY CHCTEM eNIEKTPOHHOT KOMepIIii.

AHani3 ny6aikaniii
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V cydacHUX IOCHIKCHHAX IS PO3IMi3HABaHHS ONATY Ta WOTO aTpUOYTIB 3aCTOCOBYIOTHCS Pi3HI METOAH
KoMIO'IoTepHOTo 30py. Tak, y poOoti [1] moemHano kiacuuni SVM-kimacudikaTtopu IUisi po3Mi3HABAHHS OKPEMHUX
aTpuOyTiB 3 apxirektyporo VGG16. Ile no3Bonuino epekTHBHO BioOpaskaTh CKIIalHi Bi3epYHKH y 300pa)kKeHHSAX Ta
3abe3nedmsio OanaHc MiX OOYHMCITIOBANBEHOI €(EKTHBHICTIO 1 MIMOMHOIO aHai3y, JAOCATHYBIIH 3arajlbHOI TOYHOCTI
po3mi3HaBanHs 81.4% i BepXHBOTO oATy Ta 85.72% I HUXKHBOTO OJISry. X0ua METOJ MMOKa3aB BUCOKY TOYHICTh
JUIsL esikux aTpuOyTiB (kiaacudikanis crati - 95.89%, BizepyHkiB - 89.81%, Tuny HUKHBOTO ozsTY - 91.2%), TOUHICTD
BU3HAYCHHS IHIIUX XapaKTEPUCTHUK 3aJIMIIANacs HeJOCTaTHBOIO: Kiacudikamis Biky nocsiria jumie 77.28%, BUsSBICHHS
3acTiOOK-OmmuckaBok - 70%, BU3HA4YECHHS TUIy Komipa - 78%, a HaWripmmid pesyipTaT IHoKasaua Kiacugikaris
MartepianiB BEpXHBOTO oaAry - jmme 57.04%.

VY nocnimxerHi [2] Oyo BUKOPUCTAHO aITOPUTM BHOIPKOBOTO MOIIYKY ISl BUIUICHHS peTioHiB-KaHIWAATIB,
ix aHaumi3 3a mormomororo Mepexi InceptionResNet V1 i3 L-Softmax ta 3acrocyBanus Soft-NMS s Binbopy HaiOmbT
peneBaHTHHX oOnacTei. J[0MaTKOBO BHKOPHCTOBYBAJIacs MPOCTa HEWPOHHA Mepexka I YTOYHEHHS MEX O00'€KTiB.
MeTon ocsr 3arajJbHOT TOYHOCTI MapKyBaHHs 87.77%, TounocTi 73.59% ta moBuoTH 83.84% Ha maTaceTi, 110 BKIFOYaB
6mm3pko 100 000 300pakeHp cOpodOK. MeTox moka3zaB OCOOJMBO BHCOKY €(EKTUBHICTH Y PO3MI3HABAaHHI TaKHX
aTpuOyTiB sk popmu komipuiB. [Ipote, sk i Bci migxoau Ha ocHoBI RCNN 3 BUKOpHCTaHHSIM BHOIPKOBOTO MOIIYKY,
OCHOBHHM HEJIOJIIKOM CTaJjia 3Ha4Ha 00YHCIIIOBaJIbHA CKJIAJHICTD Ta HU3bKa IMIBUAKICTH pOOOTH IIOPIBHIHO 3 Cy4aCHUMHU
apXiTEeKTypaMH.

Pobota [3] ymockonamroe apxitekrypy YOLOv4-Tiny nuisxoM iHTerpariii 0araroMacmraOHOTO MOIYJISA
BuAieHHS 03HaK Res2Net muist onTumizamnii 6a30Boi Mepexi Ta aIanTOBaHOTO alropuTMy Kinactepusarnii K-Means mis
onTUMI3aIil mapamMeTpiB AKipHUX OJOKiB. L{e J03BONMIIO MiABHITATH TOYHICTH BUSABJICHHS O0'€KTIB OIATY Y BHITAJKAX
pi3HEX MacmTadiB, YaCTKOBHX OKIIO3iM Ta BHXOAY 3a MeXi Kanpy. EKcriepuMeHTanmbHI pe3ylbTaTH Ha JaTaceTi
DeepFashion2 moxa3zamu, mo 3ampomoHoBaHWi Meton nocsir mAP 54.14%, mo nHa 6.75% BuIe TOPIBHAHO 3
opurinanbHO0 Mozentio Y OLOv4-Tiny (47.39%). MeToz Tako)x 3Ha4HO TIEPEBEPIINB 1HIII JISTKOBArOBl apXITEKTYpPH:
FBNet (24.18%), GhostNet (31.42%), ShuffleNet (33.18%) ta MobileNet (39.33%). Onnak, He3Ba)Kal04H HA CYTTEBE
MOKpAIIEeHHs, TOUYHICTh BCE I1I€ MOCTYNAETHCSI TOBHOPO3MIPHUM MOJEIISIM AETEKIii 00'€KTIB.

VY nocnimkenti [4] po3po0biieHo anroput™ baratopiBHeBoro 00'ennanns o3Hak (Multideep Feature Fusion) s
knacudikarii cTuiIro ory. MeTo 1 BAKOPUCTOBYE MOJICITh BUSBJICHHS LIJICH JIUIsI BUAUICHHS TPHOX KaTeropii odmacTeit
300paxxenHs (rio0ankHa 00MacTbh, OCHOBHA YacTHHA Ta JIOKAIBHI 00JacTi omsry) Ta BAockoHaneHuit ResNet s
BUJIIICHHS TIMOMHHUX O3HAK. EKCIIepUMEHTaIbHI pe3yIbTaTh MOKa3aliy, 10 3alPONOHOBAHUN METO JOCAT TOUHOCTI
94.97%, mo Ha 1.71% Bume nopiBHsHO 3 TpaaumiiiHuM ResNet-101 (93.26%), na 3.91% Bume 3a Inception v3
(91.06%) ta Ha 5.21% Bume 3a VGG16 (89.76%). Uac HaBYaHHS cTaHOBHB §3 TOAMHM, 10 MOpiBHAHHO 3 ResNet-101
(81 rommua), ame 3HauHO mAoBime HiX y Inception v3 (39 rogmn) ta VGG16 (44 rommam). Ilimxinm memoHCTpye
e(pEeKTHBHICTh Y KIIacH]iKaIlii CTIITIO ATy, OJHAK He 3a0e3Meuy€e ONTHMAaIBHOTO PO3ITi3HaBaHHs OaraToKaTeropiitHux
€JIEMEHTIB, OCOOJMBO IITAHIB 3 BHCOKUM piBHeM okmo3ii (mepekputts noHan 30-40%), e TOYHICTH 3HMXKYEThCS
TTOMITHO.

VY nparii [5] aBTOopaMu 3anponoHoBaHo MojudikoBany yHidikoBany mojens ResNet50. Bona BupizHseTses
MIPOCTOTOIO apXITEKTYpPH Ta CTa0UIbHUMH pe3ysibTaTaMH SIK y Kiacudikamii kaTeropii, Tak i arpu0yTiB. Mozenp Oyna
HaBueHa Ha npuBaTHoMy naraceti Farfetch 3 ~350 Tuc. 300paxens i gocsarae rounocti 83.53% nuist kareropiid, 42.68%
Juist miakareropiit ta 49.22% nns atpubyrtiB (npu recall 86.75%). OcHOBHMMU HesollikamMu €: NoTpeda y BEITHUKOMY
00cs3i ganmx (350 THc. 300paXkeHb), 3aKPUTICTh JaTaceTy, BHCOKAa CKIAAHICTh Moxaeni (46.9M mapametpiB) Ta
BIZICYTHICTb IOCIIJDKEHHSI pOOOTH 3 0OMEXEHUMH JTaHUMHU.

BapTto BimzHaunTH mocnimkeHHS [6], Ie MpeAcTaBIeHO KOMIDICKCHHN MiIXiJ A0 iepapxidHoi Kirachdikarii
300pakeHb OJATY 3 BHKOPHCTAaHHAM aHCAMOIIB HEHPOHHHX MEpeX. ABTOPH 3aCTOCYBAal KOMOIHAINIO apXiTEKTyp
EfficientNet Ta Vision Transformer, mocsrayBmm TouHocTi 91.3% mist kareropiit Ta 76.4% mns migkaTeropiii Ha
naraceti DeepFashion2, skwmit mictute moHax 800 Twc. 300pakeHb. MeTOI BHKOPHCTOBYE MEXaHI3M YBarw IS
BHIIICHHS KTFOYOBHX Bi3yallbHUX O3HAK Ta a[JalITUBHE 3Ba)KyBaHHS IPOTHO31B BiJI pi3HUX Moaeield. OcoOIMBO MiKaBUM
€ 3aCTOCYBAHHS CTpaTerii HaBUaHHS 3 y4HUTelNeM, e OiIblIa MOJeb-BUUTEIIb TIepe/iae 3HaHHI KOMIIAKTHIMIH Moei-
yuHI0, 30epiraroun 95% TOYHOCTI MpH 3MeHIIEHHI po3mipy mozeni Ha 70%. IIpoTe MOCTIHKEHHS 30CepeKeHE
BUKJIIOYHO Ha BHCOKOSIKICHHX 300paK€HHSX 3 EJNEeKTPOHHOI KOMeplii Ta He po3riigae cleHapii 3 oOMeXeHUMHU
Habopamu maHuX ab60 300pa’keHHSIMH HU3BKOI sIKOCTi. TakokX aBTOPH HE MOCHTIIKYBaIH MOXKIMBICTH MOCIIIOBHOTO
HaBYaHHS CTEMialli30BaHUX MOJIENIEH, 110 MOTJIO O JOJATKOBO MOKPAIIUTH €(EKTUBHICTh CUCTEMH.

V nmocnimkenHi [7] 3anponoHoBaHo HOBaTOpchbKy apxitektypy SAC (Self-attention and CNNs), sika moeaHye
MEXaHi3MU caMOYBaru 3 3rOPTKOBUMH HEHPOHHHMHU MEpPEXaMH JUIl TOHKO3EpHHUCTOI Kiacudikamii arpuOyTiB oJsrYy.
ABTOpH BHKOPUCTOBYIOTH MojudikoBany apxiTektypy ResNet-50 3 ponmaBaHHSM JBOX OJIOKIB camMOyBaru Ta
npoMixxanx CNN-mapiB, gocsraroun cepequboi TounocTi 81.02% na BracHoMy naraceti 3 15’025 300paxeHns Ta 37
arpuOyTamMu. MexaHi3M caMOyBaru [03BOJISIE MOJENI aBTOMATH4HO (OKyCyBaTHCS Ha HaHOLIBII peJIeBaHTHHX
YacTHHAX 300paXKeHHS JJIs1 KOKHOTO aTpuOyTa, IO MiATBepKyeThes Bizyamizauiero uyepe3 Grad-CAM. OcobinBo
BUCOKY e(eKTHBHICTh METO/]| ToKa3aB Juisl arpuOyTiB "crath" (91.97%), "komip" (69.43%) Ta "HasBHICTH I'yA3MKiB"
(81.02%). ITpoTe mocmimKeHHS Ma€ Kijbka 0OMEKeHb: JaTaceT He € MyOJIiYHO TOCTYITHUM, IO YCKJIaTHIOE BiATBOPEHHS
pe3ynbTaTiB; MOJENb TECTyBalacs JHIIe Ha 300pa)kKeHHSIX BEPXHBOTO OSTY; HE JOCHipKyBayacsi poboTa B yMOBax
obmexxeHnx maHux. Kpim Toro, apxitekTypa 3 m'siTbMa JOJaTKOBUMH mapamu micis ResNet-50 Ta nBoma Gnoxamu
camMoyBaru 301IbIIye OOYHCITIOBANBHY CKIaTHICTh HMOpiBHAHO 3 6azoBumu CNN, mo Moxe OyTH KPUTHYHUM JUIS
3aCTOCYBaHb y peajJbHOMY Yaci.
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B pob6oTi [8] 3ampormoHOBaHO MpakTHYHUH HiAXix g0 kmacudikamii omary 3 BHKOPHCTaHHSAM apXiTEKTypH
Vision Transformer (ViT), amantoBanoi mis poOOTH 3 OOMEKEHHMMH OOYHCIIOBAIBHUMH pecypcamu. ABTOpHU
npeacraBum MoaudikoBany Bepciro ViT-Base 3 12 mapamu Tpancdopmepis, sika gocsria To4HocTi 92.4% Ha naraceti
Fashion-MNIST ta 89.7% Ha posmmpenomy nataceti DeepFashion. KirouoBoro iHHOBaIi€I0 CTaJI0 BIPOBAKCHHS
MEXaHi3My JIUHAaMIYHOI yBaru 3 aJalNTUBHUM nNard-po3MipoM (16x16 mnst 3aranpHoi Kiacudikamii ta 8x8 mis
JICTATI30BaHOT0 aHAII3Y), O JO3BOJIAIO 3MCHIIUTH OOYUCITIOBATBHY CKIAJHICTh Ha 35% MOPIBHIHO 31 CTAHIAPTHOIO
apxitextyporo ViT. Meton nokaszaB ocoOnuBy epeKTHBHICTb y PO3Mi3HABaHHI CKJIAJIHHUX Bi3epyHKIB (TouHICTH 87.2%)
Ta BU3HAYCHHI THITy TKaHUHU (TOYHICTH 83.6%). [IpoTe OCHOBHMM HEZOJIIKOM 3aJIMIIAETHCS BUCOKA BUMOTIIUBICTD 10
00csTy HAaBYANBHHUX NAaHUX — JJISI JOCATHEHHS ONTHMANbHUX PE3yNbTaTiB MoTpiOHO MiHIMyM 50 THC. aHOTOBaHHX
300pakeHb, a TAKOX TPHUBAJIHMH Yac MOYaTKOBOTO HaBYaHHS (B cepeanbomy 72 rogmuan Ha GPU Tesla V100).

AHANI3yIOUH TIpami B Taly3i aBTOMaTHYHOTO PO3IMi3HABAHHS XapaKTEPUCTHK OJATY, MOXXHAa BHOKPEMHUTH
JIEKiTbKa MiAXO/IB 10 BUAUIEHHS 03HaK. Tak, y JOCHiKeHHI [9] mpeacTaBieHo KOMITIEKCHAN MEeTOI 6araTopiBHEBOTO
BUIOOYBaHHS Bi3yalbHUX XapaKTEPUCTHK OJTY 3 BUKOPHUCTAHHSM TJIIMOOKUX HEHPOHHHX MEpEeX Ta TpaauLiiHHX
JIECKPHIITOPIB. ABTOpH TNPONOHYIOTH TiOpHAHY apXiTekTypy, mo noemnye CNN st BHIUICHHS TJI00AIbHUX
ceMaHTH4HUX O3HaK ((popma BupoOy, ctuis) 3 SIFT ta HOG neckpunropaMu sl JOKaJIBHHUX JAeTajel (TeKcTypa
TKaHWHY, JEKOpaTHUBHI eneMeHTH). ExcnepuMmenranpHi pe3ynbTatd Ha pnaraceti DeepFashion moxaszamu, 1o
3alpOIIOHOBAHUI MeToJ| Jocsirae To4HOCTI kinacudikauii 91.3% nns ocHOBHUX Kareropid omary ta 84.7% nns
JeTAIbHUX aTpUOYTIB, TAKUX SK JIOBKMHA PYKaBiB, THII KOMipa Ta HasBHICTh Bi3epyHKiB. OCOONMBO e(heKTHBHHM
BUSIBHJIOCSI BUKOPHCTaHHS MEXaHI3My yBaru Uil (OKyCyBaHHS Ha KPUTHYHHX OONACTAX 300pa’KeHHS — TOYHICTb
BU3HAYCHHS OpiOHMX aetaned 3pocima Ha 12.4% mopiBHAHO 3 6azoBoto CNN apxitektyporo. IIpote ocHOBHHM
HEIOJIKOM 3aJITHIIA€THCS BUCOKA OOYHCITIOBAIbHA CKIIQJHICTH TIPH 00po0Ili 300paskeHh BUCOKOI PO3ALIBHOT 34aTHOCTI
(gac 06poOku oHOTO 300pakeHH cTaHOBHTH 0.8 cexynan Ha GPU), o yckiagHIOe 3aCTOCYBaHHSA METO/LY B CHCTEMax
pearbHOTO Yacy A OHNIAHH-piTely.

Hocmimkerns [10] npencraBisie KOMIDIEKCHY CHCTEMY KiacHdikarii 300pakeHb 0Ty, IO MOEAHY€E Pi3Hi
METOIM BUIIICHHS 03HAK JJIS TOKPAIICHHS TOYHOCTI pO3MTi3HABaHHS CTUIIIB. ABTOPH MPOIOHYIOTH Mozeab IMF (Image
Multi-Feature Fusion), sika iHTerpye 06a3oBi Bi3yanbHi XapakTepUCTUKH (Kouip, (GopMmy, TEKCTypy) 3 TIMOOKMMHU
o3Hakamu, oTpumManumu yepe3 VGG16. ExcriepuMenTanbHi pe3yibTaTi MOKa3yrTh TOYHICTh Kiacudikarii 85.58% Ha
30alaHCOBaHOMY JataceTi 3 6 THC. 300pa)KeHb, PO3AUICHHX HAa 8 CTWIBOBUX Kareropiil (IIOBHH, CIIOPTHBHUIA,
eJICTAaHTHH, PeTpo, MIHIMaNICTUYHUH, €THIYHWH, NOBCAKACHHUN Ta aBaHrapaHuil ctuii). OcoOmuBo edekTHBHUM
BUSIBUJIOCSI BUKOPHUCTAHHs HErJIMOOKOT 3rOpTKOBOI Mepei Uil BTOPUHHOTO BHJUICHHS 0a30BHX O3HAK Hepen ixX
00'eMHAHHAM 3 TIIMOOKMMH XapaKTEpPUCTHKAMH - II¢ IIABHIIMIO TOYHICTH PO3Ii3HABaHHS migkateropiii Ha 12.7%
MOPIBHSHO 3 BHKOPHCTaHHAM Jiumie 0a30BHX O3HaK. Mozaenb JEMOHCTpPYE CTIHKICTh JO HEe30aIaHCOBAaHMX IaHHX
(magminHas TouHOCTI TMIe Ha 0.37%), 10 € BAXIIMBOIO IIEPEBArol0 JUI MPAKTUYHOTO 3aCTOCYBAHHS. X09a JOCHIHKCHHS
30ceperkeHe Ha Kiacuikamii CTHIIIB, a He KaTeropiil omary (SK y HalloMy BHITAJKY), 3alIPOIIOHOBAHUH IMiaXiJ O
OaraTopiBHEBOT0 00'€JHAHHS 03HAK MOXe OyTH aTallTOBAHUI TSI IIOKPAIICHHS 3allPOIIOHOBAHO]T Y JaHii CTATTi MOJIEI.

TakuM 4YMHOM, TIPOBE/IEHI JOCIIKEHHS NEMOHCTPYIOTh MOCTYH y BHKOPHCTAHHI TIIMOOKMX MOJENeH st
Kiacudikanii Ta posmizHaBaHHs oAsrTy. BogHOYAC 3anMIIaloThCs NPOOJIEeMH TOYHOCTI 32 YMOB BEJIHMKOT BapiaTUBHOCTI
CTWJIIB Ta OKJIFO3iH, @ TAKOX 3HAuHI OOYKMCIIOBAJIbHI BUTPATH OIBLIOCTI MoJeNel. 3 ypaxyBaHHSM IbOTO, y JaHii
po0OTI aBTOPH OIMPAIOTHCS Ha IMiIX1/1, 3aIPONOHOBAHUHN Y AOCIIKEHHI [5], OCKIIBKY BiH NOEIHYE BIIHOCHY ITPOCTOTY
apXITeKTypH Ta CTaOLIBHICTh Pe3yJIbTATIB.

IlocranoBKa 3aBRaHHS

MeToro ToCTiKeHHS € T ABUICHHS e)eKTHBHOCTI iepapXidyHoi Kiacu(ikarlii 300paKeHb SIEMEHTIB OJIATY 3a
KaTeropisMy, MiJKATETOPIAMH Ta aTpHOyTAaMH I[UISXOM pO3pOOJNEHHS METOQy MOCTITOBHOTO HAaBYaHHSI 3
BUKOPUCTAHHSIM PO3MEKOBAHUX MiAMOAeTeH Ha ocHOBI apxiTekTypu ResNet-50. PiBHiI kaTeropiit Ta migkateropii €
B3a€EMOBHKIIIOUHUMH, TOJII, SIK Ha PiBHI aTpUOYTIB MPOAYKT MOXe MAaTH O1JIbIe OHOTO aTpubyTa (1uB. Puc. 1).

"

Category: Topwear
B Predicted: Topwear (0.998)
Subcategory: Tshirts
B Predicted: Tshirts (0.581)
Attributes: Casual, Summer
B Predicted: Casual (0.941), Summer (0.729)

ey
Puc. 1. Ipuknag kiacudikauii BXiZHOro 300pakeHHs 32 KATEropisiMu, NiIKaTeropisMu Ta aTpudéyramu

JlaHe mocIiKeHHS 30CePeKY€EThCS Ha IMiIBUIIEHH]I TOYHOCTI B YMOBaX 00OMEKEHOT KiTbKOCTI JJaHUX.
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Onuc Hadopy AaHUX
Jns MonenmoBaHHST BUKOpUCTOBYeThCsl Habip manux Fashion Product Images (Small) [11], sixkuii mMicTuTh
npubsm3Ho 44,000 300pakeHb ToBapiB. Habip maHMX Mae HACTYIHI XapaKTCPUCTUKU:
e  dopwmar 300paxens: JPG
Po3wmip 306pakens: 60%80 mikcerniB
KinmbkicTh OCHOBHUX KaTeropiit: 7
KimpkicTs migkateropiit: 45
OCHOBHI KaTeropii: oasr, akcecyapH, CIOPTHBHI TOBapH

10000.jpg 10001.jpg 10002.jpg 10003.jpg 10004.jpg
1.03 kB 1.21kB 807 B 11.56 kB 20.65 kB
10005.jpg 10006.jpg 10007ipg 10008.jpg 10009.jpg
16.68 kB 215 kB 18.9kB 1.88 kB 17.02 kB
' 1 -
10010.jpg 10011.jog 10012.jpg 10013.jpg 10014.jpg
14.6 kB 315 kB 2.26 kB 15.61kB 2.08 kB
"3 \
- ;
s g
f *.
}o» - !

-
10015.jpg 10016.jpg 10017jpg 10018.jpg 10019.jpg
2.03 kB 2.53 kB 15.52 kB 14.8 kB 2.5 kB

Puc. 2. IIpuknan 306paxens 3 Hadopy aanux [11]

[Ticnst nonepeiHHOTo aHaNi3y OYJIO NPUHHSTO PIlIEHHS 30CEPEAUTHCH Ha JIBOX OCHOBHHUX Kareropisix: Apparel
(omsr) Ta Footwear (B3yTTs), OCKIIbKM CaMe BOHU CTaHOBJISITH OCHOBHHUH 1HTEPEC ISl CUCTEM SJIEKTPOHHOT KOMepIIii B
iHAycTpii Moau.
Master Category Distribution

20000 -

17500 A

15000 4

12500 A

10000 -

7500 A

5000 A

2500 A

Apparel Accessories Footwear Personal Care Free ltems Sporting Goods Home

Puc. 3. Po3noaii AaHuX 10 0CHOBHHM KaTeropism

IHonepenns o6podka naHuUX
[Ipomec miArOTOBKM BXIAHUX JAHUX CKIAJAETHCS 3 HACTYITHUX KPOKIB:
1. ®inprpyBaHHs KaTeropiii. 3 mo4aTKOBOro HabOpy AaHMX BimiOpaHo yuiie kateropii Apparel ta Footwear,
110 3MEHILIJIO 3arajibHy KUIBKICTh 300pakeHb Ha 43% (24,996 wmT.).
2. OO'enHaHHs MeTajaHuX. 300pakeHHs 00 €qHAHi 3 BiANOBIAHMMM MeTajaHuMu 3 (aiiny styles.csv,
BKJIFOUAIOuH ieHTH(]iKaTOpH, KaTteropii, miakareropii Ta arpudyTH (usage ta season).
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Tabmumg 1
[pukiaan TaHUX 3 OTPUMAHOTO HAGOPY
ID Iinkateropia | Tun ToBapy | Ce3oH Ctuiib ATpudyTH Hlasix 1o paiay
19137 Sandal Sandals Fall Casual [Fall, Casual] Jinput/small/images/19137.jpg
20445 Shoes Casual Shoes | Winter Casual | [Winter, Casual] | ./input/small/images/20445.jpg
22139 Shoes Formal Shoes | Summer | Formal [Summer, Jinput/small/images/22139.jpg
Formal]
39205 Shoes Heels Winter Casual | [Winter, Casual] | ./input/small/images/39205.jpg
20897 Shoes Casual Shoes | Spring Casual | [Spring, Casual] | ./input/small/images/20897.jpg

3. Ayrmenramis. [us 36iIbIIEHHS DPI3HOMAHITHOCTI HABYANBHOTO HAOOPY 3aCTOCOBAHO  HACTYITHI
TpaHchopMaIlii:
o TopuzoHTanbHe BimOOpa)KeHHsS: BUIIQJAKOBE T'OPHU3OHTAJIBHE BIOOpaXEHHS 300pakeHb 3
imoBipHicTio 50%.
o 3MiHH SCKpaBOCTi: BUMIAJKOBA 3MiHA SICKpaBOCTi B miama3oHi Bix 80% mo 120% Bixg mo4aTKOBOTO
3HAYCHHS 3 PIBHOMIPHUM PO3IIOALTIOM.
o Teomerpuuni Tparchopmarii:
®  3MIOICHHSA: BUMANKOBE 3MIIIEHHS IO TOPW3OHTAN Ta Beptukami mo 10% Bim posmipy
300pakeHHs 3 PIBHOMIPHHM PO3IOILIOM;
* MacmTaOyBaHHSA: BHIIAJKOBE MacmiTaOyBaHHA B miamasoHi +10% 3 piBHOMipHEM
PO3MOALIOM;
= o0epraHHs: BUNaJKOBEe o0epTaHHs B Aiana3oHi +15 rpamyciB 3 piBHOMIPHUM PO3IOALIOM
HABKOJIO [ICHTPY 300payKCHHS.
O  3amoBHEHHS IIKCEJiB: 3aIIOBHEHHS HOBUX ITIKCENIB Micisl TpaHcdopmaiiil MeTooM HalOIMKIOTo
cycina.
Poszmonin qarnx. Habip naaux Oyno po3mineHo Ha TpeHYBaIbHHUN Ta BaNiNaIliifHAN y criBBigHOMIECHHI 85:15.
ApxiTtekTypa moaeJii
BazoBa apxitekrypa (3 opuTiHANBHOI cTaTTi [5]) CKIIamaeThes 3 MOMEpeaHhO HaBueHOI Mepexki ResNet-50 3

Attribute Activation Summer/Casual

Dense layers for message -
1 propagation across ! : i MLJI:-I[:taiz:lriEﬁrceplmn Predictions H
bt semantic levels ...

Puc. 4. Apxitektypa 6a3oBoi mojeJi

Multi-layer perceptron
for each level

OCHOBHI KOMIIOHEHTH MO/JIEJIi:
1. ba3oa mepexa: ResNet-50, monepeanbo HaBueHa Ha ImageNet.
2. Broxk mepenadi moBiqOMIICHB: TPH MapalieNlbHi MIUTHHI mapu po3MipHocTi 1024, 10 0fHOMY JUTS KOYKHOTO PiBHS
iepapxii.
3. Perymapuzanis: L2-HopMma 3 xoediniearom 0.0005 Ta dropout 3 iimoBipHicTio 0.3.
4. Oynknii aktuBamii: ReLU mis mpoMikHHX mapiB, softmax s kareropii/migkaTeropiid, sigmoid mms
aTpuOyTiB.
3arayibHa KUIbKICTh MTapaMeTpiB MOei ckianae 45,585,334,
Po3pobiieHa y cTarTi apXiTeKTypa, pPO3ZiIse BUXOAM 0a30BOT MOJETI HAa OKpeMi MOJCIi 3 1X MOAaIbIINM
MOCJIIIOBHUM TPEHYBaHHSIM.

.

SubCategory
Activation

1 Model 1
\ > (ResNet-50)

v Model 2 Category
(ResNet-50) Activation
Shared backbone
with frozen weights
Model 3 Attribute
(ResNet-50) Activation
Multi-layer perceptron Output of the multi-layer perceptron Predictions
for each model + Activation

Puc. 5. Apxitektypa po3pod.;1enoi mogesi
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OCHOBHI KOMITOHEHTH KOKHOI ITIAMOIENI:
1. bBazoBa mepexa: ResNet-50, nonepenuso HaBueHa Ha ImageNet (+ 1oHaBUAHHS Ha MiAKATETOPisX Y BUMAAKY
miiMoJieTield KaTeropiii Ta aTpuOyTiB)
2. TlocnigoBHe HaBYaHHS 31 CHUIBHUM €KCTPAKTOPOM O3HAK:
1. Croyarky MoJemnb ITiAKaTeropiii HaB4aeThes 3 TpeHoBaHNM ResNet-50.
2. Tlorim ResNet-50 3aMOpOXKY€ETHCSI i BAKOPUCTOBYETHCS SIK EKCTPAKTOP O3HAK ISl IHIINX 3aB/IaHb.
3. ApxirekTypa minsHuX mapis: Tpu okpemi MLP (6araromiapoBi neprenTpoHu) 3 apXiTeKTyporo:
1. Ulimeanit map 512 wetiponis 3 ReLU axruBarmiero.

2. Dropout 0.3.

3. Ilimeawii map 256 wefiponis 3 ReLU axruBartiero.

4. Dropout 0.3.

5. Buxiganii map 3 BIAMOBIIHOIO akTHWBamliero (softmax ans KaTeropid/miakareropii, sigmoid mist
aTpuOYTIB).

6. Perymspusanis: L2-Hopma 3 koediniertom 0.0005 ta dropout 3 fimoBipHicTio 0.3.
7. Onrumizarop: Adam 3 mBuakicTio HaBuauHs 0.001.

CyMapHa KiJIbKICTh TPEHOBaHHX [TapaMeTpiB 3allPONOHOBAaHHUX TPHOX MoJienel ckinanae: 27°151°576.

Takum 4nHOM, yci BUX0aU 0a30BOT MOJIEINI TPEHYIOTHCS OKPEMO, ISl IOCSATHEHHS KpaliuX pe3yJsbTatis. [Ipu
uboMy ResNet-50 TpenyeTbest Tinbku 1 pas, 1110 3aIMIIae 9ac TpeHyBaHHS TPhOX MOJIEJIEH HAIIOTO X0y Ha OJHOMY
PpiBHI 3 YacoM TpeHyBaHHs yHi(piKOBaHOI MOJIeITi 6a30BOTO MiIXOY.

Barn g ResNet-50 Mozeni migkaTeropiii BHKOPHUCTOBYIOTBCS SIK OCHOBA JJISl TPEHYBAHHS 1HIINX MOJICNEH,
OCKUTBKH BOHA MICTUTh HAHOUTBIITY KUTBKICTh KITACiB.

dDyHKUis BTPAT
Jis HaBuaHHS MoJIeNeit Kitacudikarii oaary BUKOPHUCTOBY€EThCS 3BayKeHa KPOC-SHTPOITiiHA (QyHKIIis BTpat
(weighted cross-entropy loss), sika BpaxoBye aucOaiaHc KiIaciB y HaBYaIbHIN BUOIPITI.
st 3anaui 6araroxiiacoBoi knacudikarii (kateropii Ta minkareropii) GyHKIIsS BTpaT BU3HAYAETHCS SIK:

1 N K
Lyce = _szwj *y;; * log(yi;)

i=1 j=1
ae:
- N - KinBKicTB 3pa3KiB y 6ardi
- K - xinpKicTh KiaciB (7 — A KaTeropii, 65 — I miaKaTeropiii)
- W; - BaroBuii koeQilieHT 1114 Kiacy j, obepHeHo NponopuiliHuii yacToTi Kacy:
W = Ntotal
J K * N]

- V;; - one-hot 3ako/0BaHa MiTKa iCTHHHOrO Kiacy (1 — 11t IpaBUiIbHOTO Kiracy, 0 — wis iHIINX)

- ¥, - nepezbaueHa HMOBIPHICTb HaNEKHOCTI 3pa3Ka { 110 Kiacy j micis softmax akruBawii

st 3anaqi 6aratomiTkoBo1 kiacudikaiii aTpuOyTiB BUKOPUCTOBYEThCS OiHApHA KPOC-EHTPOITis 3 BATOBUMU
koedimieHTamu:

M
Lager = Z Wy, * BCEy,
m=1

ne:
- M - xinpKicTh aTpuOyTIB
- W, - BaroBHid KoeimieHT st aTpuOyTa m
- BCE,, - GiHapHa KpOC-EHTPOIIis A1 M-TO aTpuoyTa
HaBuanus mogesni
Jyis HaBYaHHS MOJIEJII BUKOPHCTOBYETHCS 3BaXKeHa (YHKIIIS IEPEXPECHOT SHTPOIIIT, IKa BpaXOBYye JuUCOaTaHC
KJaciB y Habopi maHuxX. Bara KOKHOTO Kjacy OOYMCIIOETHCS SIK OOEpHEHa BEIMYMHA JO YacTOTH HOTO TMOSIBU B
HaByaJIbHOMY Ha0bopi.
[Mapamerpu ontumizarii:
e omnrumizaTop: Adam;
mBuAKicTs HaByauHs: 0.001;
po3Mip Garay: 32;
MaKCHMaJibHa KUIBKICTh ernox: 50;
panHs 3ynuHKA: micns 10 ermox 6e3 moKpameHHs.
OOuIB1 apXiTeKTypH TECTYBaJUCh Ha JBOX Habopax manux (~25000 306paxkens Ta ~2500 300paxens). [l
OI[IHIOBAaHHS OpaJMCh 3aMipy TOYHOCTI Ha BaJliJaIliitHiil 4acTuHI HAOOPY JaHUX, MO0 KO)KHOMY OKPEMOMY BHXOIY/IiI-
MOJIedTi.

Ha pucynky 6 300pakeHO METpHKH (TpEHYBaJdbHOI Ta BaJiNAIlifHOI TOYHOCTi) MPOIECY HABYAHHS
PO3po0IIeHOT apXiTEeKTypH Ha IOBHOMY Ha0OOpi JaHUX.
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Subcategory Category Attributes

851 —— Train 84.6% —— Train 96.99% —— Train 92.00%
— Val 83.9% 97.00 1 — Val 96.86% —— Val 92.01%

96.75 4
91.8
96.50 1

96.25 4 016

Accuracy (%)
o
&
Accuracy (%)
Accuracy (%)

96.00 4

95.75 1 914

95.50 1

91.2

00 25 50 7.5 100 125 150 175 200 0 5 10 15 20 25 00 25 50 75 10.0 125 150 175 20.0
Epoch Epoch Epoch

Puc. 6. Bizyaaizauisi icropii TpeHyBaHHS po3po0./1eHOT apXiTeKTypH Ha MOBHOMY Ha0opi AaHUX

PesyabTaTn
Pesynbratn 6a30BOr0 Ta po3poOIEHOTO y IFOMY IOCIIKEHHI METOIB HABEICHO y TaOIuUIIX 2 Ta 3:

- Ilix TouHicTIO MaeThCS Ha yBa3i TOUHICTh Kiacu(ikamii 3 BUKOPHUCTAHHSIM BaNiJaIlifHOI YaCTHHU
Ha0Opy aHUX.

- Emnoxa BimoOpaxkae ernoxy, Ha sIKiif TpeHyBaHHs OyJI0 3yNHUHEHO, Ta 3 SKOI B35ATO Pe3yJIbTAaTH Bar Ta
TOYHOCTI.

- Po3pobnennii mMetox BigoOpaka€ TpU €MOXH, OCKUIBKM TEXHIYHO 1€ 3 OKpemi Mojeni, Lo
TPEHYBAJIUCh MOCTIOBHO. Emoxu, Ha SIKUX MOMAENI JOCATIH 301KHOCTI, BimoOpaxeHo y ¢opmari:
KaTeropis/miakaTeropis/aTpuoyTH.

Tabmuws 2
Pe3yabTaT MeTOAIB HA MOBHOMY Ha0opi ganux (25000 3pa3kiB)
Kateropis HigkaTeropis ATpudyTH
Mopean TounicTb, 3azkene TouHnicTs, 3pazkene . o Maxkpo Emnoxa
% cepeHe % cepende | Tounmictb, % | cepeaHe
F1 F1 F1

Ba3oBa mojgesn 95,4 0,95 78,8 0,77 98.6 0,37 40
3anpononosana 96.9 0.97 83.9 0.82 92 0.42 24/21/21

MojeJlb

Juns Habopy narux 3 25 000 3pa3kiB po3poOIeHUi METOI IEMOHCTPYE TIOMipHE ITOKPAIICHHS TOYHOCTI Ha BCIiX
piBHsX knacudikanii okpiM arpuOyTiB. HailOinbiM € mpupicT TOUHOCTI uis miakareropiit — 3 78,8% mno 83,9%, o
CTaHOBUTD BiTHOCHE NoKpauieHHs Ha 5,1%. s kareropiii TouHicTb 3pocina 3 95,4% 1o 96,9% (+1,5%). Anst arpudyTis
TOYHICTE 3HM3MIACL 3 98,6% 10 92%.

Tabmurs 3
Pe3yabTaTn MeTO/1iB HA 00Me:KeHOMY HaOopi nanux (2500 3pa3kiB)
Kareropis HigkaTeropis ATpuodyTH
Moaean TouHicTb, 3pawene TouHicTb, 3pawene . o Maxepo Enoxa
% cepenHe % cepenne | TouwicTb, % | cepenne
F1 F1 F1

ba3zoBa Mojaenb 76,3 0,68 32,4 0,18 94,7 0,12 20
3anporionosara 95.3 0.95 70.2 0.67 91 0.39 25/21/22

MO/IeJb

[Tpu 3meHmIeHHi o0csry HaBuanbHOT BHOipkH 10 2 500 3pa3kiB TOYHICTH Kiacudikamii kaTeropii 3pocia 3
76,3% no 95,3% (+19%), miakareropit — 3 32,4% no 70,2% (+37,8%). Ilpote, TouHicTh Ha BUXOJi aTpuOyTiB
3Hm3miIack — 3 94,7% 1o 91% (-3,7%).
Po3mip moaeneii
[NopiBHANBHUI aHaMi3 po3Mipy Ta HapaMEeTPHYHOI CKJIQAHOCTI MOJENEeH JEMOHCTPYE 3HAuHI IepeBaru
po3pobiieHoi Mozeni Hax 6a30Bor0. JleTanbHi MeTpuky HaBeaeHo B Tabnwmiri 4.

Tabmuns 4
IopiBHsIHHA po3Mipy Mojeseli Ta KiTbKOCTI mapaMeTpiB
Mopenn 3aranbHi napameTpu Po3mip moaei (MB)
Baszosa monens 45,595,584 173.93
3anporoHoBaHa MOJIENb 27,151,576 94.49
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Po3pobnennit MeToa NeMOHCTPY€E 3HAYHY e€(DEeKTHBHICTh Y BHKOPHCTAHHI PECYPCIB IOPIBHAHO 3 0a30BOIO
MOJIeIUTI0. 3MEHIICHHS 3arajbHOi KijbkocTi mapamerpiB Ha 40.44% (3 45.6M nmo 27.2M) nocsiraeTbesi 3aBISIKU
BUKOPHCTaHHIO cribHOro ResNet50 ¢yHmameHnTy ans BCiX Tpbox 3amad kimacudikamii. Ilpu npomy KoxHa
creniajlizoBaHa MOJIENb Ma€ JIMIIE HEBEJUKY KiJIbKICTh JOaTKOBUX TpeHOBaHUX napametpis: 1,183,243 nnst xareropii,
1,197,121 nns miakareropiii Ta 1,183,500 mis atpudyTiB.

BaxnmBo, mo Uil TpeHyBaHHS po3polieHoro Meroay (akTuyHo HeoOXimHo onTuMmizyBatu 24,770,955
rapaMeTpiB OJMH pa3 JJisl IOBHOTO HaBYaHHS MOJEINI IiAKAaTeropii, sika Bkiodae Bech ResNet-50. ITicist dikcyBaHHs
X HABYCHHX O3HAK, MOJIEN KaTeropiii Ta aTpuOyTiB BUMAraroTh TPEHYBaHHS JIUIIIE CBOIX KIacHu(piKaiitHnX HanOyaoB
(6mm3pko 1.2M mapameTpiB KOXHa), [0 3HAYHO MIPUCKOPIOE TPOIIeC HABUYAHH Ta 3HIDKY€E O0OUHCITIOBANIBHI 3aTPATH.

3MeHmeHHs po3Mipy Mozeni Ha 45.65% (3 173.93 MB no 94.49 MB) mae npakTHuHy [iHHICTb UII pO3TOPTaHHSA
B 0OMEXEHHX CepelOoBHINAX, BKIIOYAIOUN MOOUTBHI NMPHCTPOi, IO € KPUTHYHUM IS peabHUX 3acCTOCYBaHb B
SIIEKTPOHHIN KOMepITii.
IIBuakicTe 30izkHOCTI

Po3poOnennii MeTon AEMOHCTPYE 3HAYHO INBUAIIY 30DKHICTH MOJENICHl Ha MOBHOMY HaOOpi JaHUX.
OnrtuManbHi pe3yabTaTH JOocsATaloThes yepes 21-24 emoxu (y 6a3oBiii Mozmeni — uepe3 40 enox). Ile cBimunTh 1po
e(eKTUBHIIIIE HABYAHHS 3aB/SIKH CIeLiai3amii KO)KHOT MOJIeJli Ha CBOEMY PiBHI iepapxii.

Ha oOmexeHoMy HaOOpi JaHUX MIBUKICTH 301)KHOCTI BIZTHOCHO OJJTHAKOBA.

TounicTs B yMOBax 00Me:KeHHX JaHUX

Po3pobnennii MeTox NEeMOHCTPY€E BHCOKY CTIHKICTh O 3HIDKCHHS TOYHOCTI TpU PoOOTI 3 0OMEKCHHMHU
oOcsiramu naHuX. [Ipu mecsaTukpaTHOMY 3MEHIICHHI HaBYaidbHOI BHOIpKH (3 25 000 mo 2 500 3pa3kiB) po3poOieHui
MeToJ 30epirae BUCOKY TOUHICTH (0a30Ba MOZIETH MIPH [ILOMY ITOKa3y€e 3HAYHE MaIiHHS TOYHOCTI).

H
‘AR - 2% -~ » |
> egory: Bottomwear "Category: Topwear at@gory: Topwear Category: Topwear Category: Innerwear
| icted: Bottomwear (0.981) Pnedl‘t!\ed: Topwear (0.999) ed: Topwear (0.999) =1 Prélﬁrged Topwear (0.999) | Predlgm:l: Innerwear (1.0)
ubcategory: Jeans

Sub(a{Egury' Tshirts. Subdategory: Tops % subgategory: Tshirts . ?ﬂ:categury: Briefs
| icted: Jeans (0.998) Predicted: Tshirts (0.922) BN Predicted: Tops (0.886) B Predicted: Tshirts (0.999) | ®mm Predicted: Briefs (1.0)
§ ributes: Casual, Summer i Attributes: Fall, Casual Attributes: Casual, Winter Aﬂ utes: Fall, Sports Attributes: Casual, Summer

edicted: Casual (0.997) _‘_I_’redicted: Casual {0.81) ,'fladi(fed: Casual (0.948), Summer B Predicted: Casual (0.946) B Predicted: Casual (1.0), Summer (0.963)
o s m—— . -

Puc. 7. llpukaaan kiaacudikaunii po3podieHoro MeToay

BucHoBku

1. TlpoBeneHe NOCHIIKEHHS JEMOHCTPYE e(EKTHBHICTH PO3POOJIEHOTO METOAY 3 PO3MEKOBAHMM HABYAHHAM
OKpEeMHUX MOJeNeil i iepapxiuHoi kinacudikamii oasry. Po3poOnenuit mMeTon 3abe3reuye CyTTEBE MOKPAIICHHS
TouHOCTI Knacuikamii migkareropii — 3 78,8% mo 83,9 % ma moBHOMY Habopi manux (+5,1%), MO € KIFOYOBHM
(akTOpOM JUIS MOAAIBIINX JIOCTIKEHb TA MPAKTHYHOTO 3aCTOCYBAaHHS B CHCTEMax €JIEKTPOHHOI komepuii. Takmit
pe3yIpTaT OTPUMAHO 3aBASKH TPEHYBAaHHIO CIIIbHOT yacTHHU ResNet-50 3 Momermio mimkaTeropiil, Ha BiAMiHY Bij
TPEHYBaHHS Ha YCiX THIIAX KIacuQikallii oJHOYacHO y 0a30Biil 00’ exHaHIl Moaeni. BogHoYac TOYHICTH BH3HAYCHHS
KaTeropii He 3HU3MIIACH, & HABITh OKa3aJla He3HAYHUN PICT.

2. Tlpu cyrreBoMy 3MeHIIeHHI HaBuanbHOI BHOipku B 10 pasis (3 25 000 mo 2 500 3pa3kiB), po3poOiieHni MeTO
JIEMOHCTPYE XOpOIIl pPe3yJbTaTH: TOYHICTH KaTeropu3aiii 3poctrae Ha 19% (3 76,3% mo 95,3%), a TouHiCcTh
miJKaTeropii mokpamryethes B 2.5 pasu — 3 32,4% mo 70,2% (+37,8%). Lle CBIAYUTD PO BUCOKY €(EKTHUBHICTH METOLY
B yMOBax OOMEXEHHMX HaBYaIbHHX JaHHX, LI0 € THUIIOBOI CHTYAIl€l0 JJisl BY3bKOCIEIIali30BaHUX JIOMEHIB
€JIEKTPOHHOT KOMEpIIii.

3. Po3pobunienuit Meron 3 TppboMa cleliani3oBaHUMH MOJIENISIME 3a0e31edye 3MEHIIEHHS CyMapHOTO pO3Mipy
MoJiernel MpuoIM3HO Ha 45% MOpiBHIHO 3 0230BOI0 apXiTeKTyporo. KpiM Toro, BUKOpHCTaHHS MPOCTIIIOT apXiTEKTYpH
micns ekcTpakTopa o3Hak ResNet-50 3 MeHIIO0 KiNbKicTIO HeHpoHiB (mpubmmsHo Ha 40%) m03BOJISE 3HM3UTH
00YHCITIOBAIEHY CKJIAIHICTD O€3 BTPATH SKOCTI Kiacu(ikarii.

4. Ha moBHOMY Ha0Opi TaHUX ONTHMAJbHI PE3YIBTATH MOCATAIOTHCS 32 21-24 enoxu 3aMicTh 40 enox y 0a3oBiit
MOJIeNi, IO CBIAYUTH NMPO OLTBIN eQeKTHBHE HaBYAHHS 3aBISKH CIIeliami3amii KOXXHOT MOJENi Ha PI3HHX PIBHAX
iepapxii. Yac TpeHyBaHHS IPH [bOMY HE 301IbLIYEThCS.

5. OrpumaHni pe3yabpTaTH MiATBEPIKYIOTh IPAKTUYHY LHIHHICTH 3aIIPOTIOHOBAHOTO MiXO0.Ty AJIS BIIPOBA/KEHHS B
peasbHUX CHCTEMaxX eJNeKTPOHHOI KoMmepIiii, oco0iaMBO B yMOBax OOMEXEHHX OOYHCIIOBATBHHUX PECypCiB Ta
HaBYAJIbHMUX JMaHWX. [locimoBHE HaBYAHHS CIIEIiayli30BaHUX MOJEJEH BiIKpPUBAa€E HOBI MOXIUBOCTI IS e(heKTUBHOI
iepapxiuHoi kmacudikamii B pisHUX chepax 3actocyBaHHA. Iloganbii gocmimpkeHHs OyayTh CIIPAMOBaHI Ha TeHEPAIIiio
OMHCY MPOAYKTIB 3a HomoMororo LLM, BUKOPHCTOBYIOUM OTPUMAHI Yy IIifl CTATTi pe3ysibTaTH, a TAaKOX ITIBUIIEHHS
TOYHOCTI Ki1acudikarii aTpuOyTiB.
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