TexHiuHI HayKu ISSN 2307-5732

https://doi.org/10.31891/2307-5732-2025-359-25
VK 004.8:004.932
KNJISIKOB BJIAJUCJIAB

Harmionansauii yHiBepcuret «JIbBiBcbka [omiTexHikay
https://orcid.org/0009-0007-4747-8019

e-mail: vladyslav.zhyliakov.mknssh.2024@Ipnu.ua
T'OPYH ITABJIO

Harmionansauii yniBepcuret «JIbBiBcbka [omiTexHikay
https://orcid.org/0009-0008-4296-5560

e-mail: pavlo.p.horun@lpnu.ua

ITEHTU®IKALIA JIIOAEA ¥V INOMYKOBO-PSITYBAJIBHAX ONEPALISX 3A
JOIMOMOI'OIO KOHBOJIIOONIMHUX HEUPOHHUX MEPEX

3 memoro nidguwenns mounocmi i0enmugixayii moodeti Ha 300PANHCEHHAX NIO YaAC NOULYKOBO-PANYBAIbHUX ONepayill 6
pobomi 3anponoHOBAHO YOOCKOHANEHUL NIOXIO 3 GUKOPUCHAHHAM KOHGOJIOYIIHUX HeUpOHHUX mepedc. Po3pobaeno enubumnmy
KOHBOMIOYIUHY Mepexcy 3 KACKAOHUM PO3MAULYBAHHAM KOHGOMIOYIUHUX [ nynineosux wapig. [Ipogedeno excnepumeHmanvHi
0ocniddceHHa 3 pisHuMU onmumizamopamu Hasuyauus, 30kpema Nadam, RMSprop, Adam, SGD, Adamax ma Adagrad.

Excnepumenmu 3 posmipamu sioep KOHEOMOYIL nokazaiu, wjo 36inbuenns posmipy 3 3x3 0o 5%X5 nokpawye mounicmo
MoOdeni, mooi AK 3MeHuleHHsa 00 2%2 npuzeooums 00 NocipuieHHsA pesyavmamis. [JocniodceHo enaug Kinvkocmi intompis y
KOHBOMOYIUHUX wapax. 30inbuleHHAix Kinbkocmi e06iui (64, 128, 256, 512 8ionosiono) niosuwuno eghpekmugHicme, a 3MeHUIeHHs
(16, 32, 64, 128 6i0n08i0H0) 3HU3UIO MOUHICTB MOOEIIL.

Haiikpawi pezynemamu 0ocsienymo 3 onmumizamopom Nadam, posmipom sopa 5 x5 ma 36inbuieHoro KiibKicmio Qinbmpis.
Ipu yvomy, Fl-score — 0.91, mounicmo — 0.92. Jlonosuenns (ayemenmayis) 6XiOHUX 0anux (8i000pasicents, mpancgopmayii 3cyay,
nosopomu, 30L1bUeHHs) 00360MUN0 NIOSUWUMU CIIUIKICIb MOOEE 00 NEPEHAGUAHHS Ma NOKpawyumu it moyHicme.

Knrwuoei cnoea: xousomoyitini  HelipouHi Mepedci, i0enmugbikayis mooeti, NOULYKOBO-PAMYBANbHI  Onepayii,
KOMR'Tomepruil 3ip, MAuuHHe HA8YAHHS.

ZHYLIAKOV VLADYSLAV
HORUN PAVLO

Lviv Polytechnic National University
NEURAL NETWORKS FOR HUMAN IDENTIFICATION IN SEARCH AND RESCUE OPERATIONS

The paper proposes an approach to improving a human identification system on the images for application in search and rescue operations
by using convolutional neural networks. A deep convolutional neural network with cascaded arrangement of convolutional and pooling layers has
been developed. Experimental studies were conducted with various training optimizers, including Nadam, RMSprop, Adam, SGD, Adamax, and
Adagrad.

Experiments with the different convolution kernel size showed that increasing the size from 3x3 to 5X5 improves model accuracy, while
reducing to 2x2 leads to the accuracy degradation. The influence of the number of filters in convolutional layers was investigated: doubling the
filters (64, 128, 256, 512 accordingly) increased efficiency, while their reduction (16, 32, 64, 128 accordingly) decreased model accuracy.

The best results were achieved by using Nadam optimizer, kernel size 5x5, and increased number of filters: F1-score — 0.91 and accuracy
—0.92. The application of data augmentation techniques (reflection, translation transformation, rotation, magnification) enhanced the robustness of
the proposed model against overfitting and improved model’s accuracy.

The developed model can be integrated into systems with limited computing resources. This allows to reduce the response time to emergency
situations and increase the safety of rescuers by automating the process of detecting people. Despite the achieved results, the model is inferior to the
latest architectures YOLO and EfficientDET in terms of absolute accuracy. In addition, the study was based on a single dataset, which may limit the
generalizability of the conclusions to other types of SAR scenarios.

Possible directions for further research: integration of generative modeling methods (GAN, diffusion models) to improve data quality in
complex conditions; use of ensemble approaches to increase the robustness of the model; testing the model on real video streams from drones in
different weather and lighting conditions.

Keywords: convolutional neural networks, human identification, search and rescue operations, computer vision, machine learning.
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IocTaHoBKa MPo0/IeMH Y 3arajibHOMY BHIIATI
Ta 1i 3B’5130K i3 BaKJIMBUMM HAYKOBHUMH UM NPAKTUYHUMH 3aBJaHHIMH

Y cydacHOMY CBiTi, Ji¢ HQJ3BWYAiHI CHTyaIlil CTAlOTh JAeNali MOIIMPEHINTUMH, OCOOIMBO B KOHTEKCTI
TEXHOTEHHMX KaTacTpo(, 3HaYHA yBara MpHIII€THCS TONIYKOBO-PITYyBAIBHIM onepariisiM. OHi€l0 3 KIIFOYOBUX 3a/1a4
y TaKuX BUMAIKaX € MIBUAKA 11eHTH(DIKALIS IF0JeH, IKi MOXYTh MOTpeOyBaTH JOoNOMOTH. TpaaunIiiitHi METOAH OIIYKY
3a3BHYAil BUMaraloTh 3HAYHUX JIOJCHKUX PECYpCiB 1 MOXKYTh OyTH Hee()eKTHBHUMH B YMOBaX OOMEXEHOTO 4acy Ta
HeOe3MEeYHNX CUTyalliil. 3 MOSBOIO TEXHOJIOTIH KOMIT'IOTEPHOTO 30py Ta MAlIMHHOTO HaBYaHHS BilOyBaeThCs 3MiHA
rapaJiirMy B IIUX Tpoliecax, 10 BiAKPUBA€E HOBI MOMJIMBOCTI JUIsl aBTOMATH3aMlil 3a/1a4 1 MiIBUIEHHS X €()eKTUBHOCTI.

IIs pobora mpucBsdyeHa po3poOIi Mozeni Ha OCHOBI KOHBOJIOLIHHMX HeWpoHHHMX Mepex (CNN) s
ineHTHOiKaNii J0AEH Y KOHTEKCTI MOIIyKOBO-pATYBalbHUX omnepauiii Ha Bojxi. OCHOBHa MeTa Iojsrae y po3poOii
TEXHOJIOTII, 10 JI03BOJISIE 3MEHIIUTH Yac pearyBaHHs Ha HaJ[3BUYAiiHI CHTyallil Ta IJBUIIMTH TOYHICTH BHSBICHHS
monei.
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V 1iit poOOTi po3rIAIacThCA CUCTEMA, IO BUKOPUCTOBYE Pi3HI MiaX0au 10 00poOKH 300pakeHb, BKIIIOUAIOYH
Cy4acHl aJropuTMH TJIHMOOKOrO HaBYAaHHs, 3 METOI0 JOCATHEHHsS BHMCOKOI TouHocTi. Kpim Toro, mpoBeneHo
EKCIIEPUMEHTH 3 PI3HMMHU KOHQITrypauisMH 1 rineprapamerpaMu MOJeNeH, 00 3HAWTH ONTUMalibHE PIIeHHS IS
BUPIIICHHS TIOCTABJICHOI 3a/1aui.

AHaJti3 10ocaigKeHb Ta myoaikamin

JocnimkenHs, mpeacrasiene y crarri [ 1], 30ocepeakeHo Ha BAKOPUCTaHHI KOHBOIIOLITHUX HEHPOHHUX MEpPex
(CNN) nns BusiBieHHs Jropedd 3a nonomororo BITJIA B ymoBax NHOIIYKOBO-pSTYyBaIbHHX omeparii. TodHicTh
BusiBIICHHS nepeBummia 80%, mo niareepaxkye epexTuBHICTs CNN y MOIIYKOBO-PATYBAIBHUX MICISIX.

JocmimkeHHs, OnHcaHi y cTaTTi [2], € orIAI0M cydacHUX METOIB BUABIICHHS JIFOJIeH 3a jomomoroto BITIIA y
MOITYKOBO-PSTYBAJIBHIX MICisAX. Y IOCHKEHHI po3mistHyTo BHKopucTanHA YOLOv3, YOLOv4, EfficientDET i
aHCaMOJIEBUX aJITOPUTMIB UIS MigBUIIECHHS TOYHOCTi. OJHUM 13 KIIFOUYOBHX PE3YJbTaTiB CTAJIO TOCATHEHHS TOYHOCTI
94,73% YOLOvV3 npu inerTrdikarii IiaBiiB y Bigkputiit Bomi. L TouHicTh ZONOBHIOETHCS MBHAKICTIO 6,8 FPS, mo
3a0e3rnedye MOZENIb BHUCOKOIO €(EKTHUBHICTIO y CLEHApisX peajbHOro 4Yacy. Y CTarTi TaKoX ONKCAHO YCITIIIHE
3actocyBanHsi EfficientDET, sixa mokaszana Haiikpami pesynbrati Ha HaOopi manux HERIDAL. InnoBauiiinumii
aHCaMOJICBUH TMiAXiZ IO3BOJIUB TOEMHATH KibKa MOJENCH TIJIMOOKOTO HABYAHHS JUIS IIBUINCHHS TOYHOCTI
IICHTU(IKAIT JTIOICH.

Y pobGori [3] ocHOBHa yBara MPHUIUISETHCS TOKPAIIEHHIO SKOCTI 300pa)K€Hb Yy 3aTOIUICHHX perioHax 3a
JIOTIOMOT'010 Cy4acCHHX METOIB IIMOOKOro HaBYaHHS, TaKuX K aBToeHKonepH, GAN i MmexaHizmu yBaru. OCHOBHOIO
MOJICILTIO BHsBIICHHS oOpaHo YOLOvVS, ska Oyma onTuMmizoBaHa [Uis poOOTH B CKIagHHX yMmoBax. GAN
BUKOPUCTOBYBAJH JJIs1 IOKPAIIEHHS BUIUMOCTI 300pa)KeHb, M0 3HIMAIUCS Y CHEHAPIsAX 31 CNaOKUM OCBITIIEHHSIM a00
BHUCOKHM piBHEM IIyMy. Pe3ynpTaTtd moka3and, Ii0 Taka KOMOiHAIlisl METOIIB JO3BOJISIE 3HAYHO ITiABUIIUTH TOYHICTH
imeHTU}IKAI] TI0eH, a TAKOXK SAKICTh 300pakeHb Y CKIATHUX YMOBaX.

Hocmimkernns [4] Oyno crnpsMoBaHEe Ha MiJBHINCHHS CTIHKOCTI MOAEJCH BHUSABICHHS JIONCH y MOITYKOBO-
PATYBANBHUX ONEpaIlisX Ha BOJI 32 IOTIOMOT'0I0 MOICTTIOBAaHHS peabHIX MTOTOJHIX YMOB i OCBiTIeHHS. OCHOBHA yBara
npuaisiacs Bukopuctanuio mozaenein YOLOvS1 1 YOLOv10I, ski Oyiau HaTpeHOBaHi Ha 301IbIIICHUX HA0Opax JaHUX.
30UIbIIEHHS JTAHUX BKJIIOYAJI0 CHHTETUYHE MOJICTFOBAHHS IOTOIHMX YMOB, TAaKUX SIK TYMaH, JIOII 1 3MiHHE OCBITJICHHSI.
Pe3ysbpraTy nokasanu 3HauHI HOKpaIIEHHs B TOKa3HWKaX TOYHOCTI Ta BiHOBIEeHHS. 30kpeMa, YOLOVS] nocsiria piBas
ToYHOCTI 10 91%, 0 € BHIIMM, HDK y MOJENCH, sKi HE BHKOPHCTOBYBAJIM ayrMCHTAIlil0 JaHuX. Takox Mojeni
MOKAa3aJIM BUCOKY CTIHKICTb JI0 Bapiallii BIaCTUBOCTEH 300paKeHb, 1110 J03BOJIAE e(hEKTHBHO BUABISTH 00’ EKTH HaBITh
y CKJIQIHUX YMOBaX. BaykIMBO Bi3HAYMTH, 1110 10aTKOBI F1-OI[iHKY MiATBEpAMIH 30aIaHCOBAHICTh MiJK TOUHICTIO Ta
noBHOTOIO, e Y OLOVS] mocsrna Haiikpanioro nokasauka - 0,94.

V¥ crarTi [5] OcHOBHA yBara mpuIiNsA€ThCs aHcaMOIeBoMy HaB4aHHIO Ha ocHOBI EfficientDET nns BusBneHHS
mrozeit Ha aepodoTo3HIMKax. BukopuctanHs aHCcaMOJIeBHX MOJAENEH JTO3BOIMIO JOCSATTH BHCOKOI TOYHOCTI 95,11%,
II0 MIEPEBEPIIYE PE3YIbTATH OKPEMHUX apXiTeKTyp, Takux ik BiFPN Ta FC-FPN. Hatikpamii pe3yapTaTi Oyiu JOCSTHYTI
MIPY BUKOPHCTaHHI PO3IIEHOT 3MaTHOCTI 300paxkeHHs 512 mikceniB, TOAI AK BUIII po3AiIbHI 30aTHOCTI (640 1 1024)
JIEMOHCTPYBaJIX TPOXH HWXKYl MOKa3HUKU TouHOCTI (92,63% i 90,06% BiamoBiaHo). AHcamOJeBe HaBYaHHS
3a0e3Meunio mepeBary 3a paxyHOK KOMOIHYBaHHs KUIBKOX MOJENEH 1 MOKPAIICHHS IXHIX 1HAWBIMyalbHUX CHUJIBHUX
cTopid. Lle 103BOJIIIO 3HAYHO 3HU3UTH KUTBKICTh XUOHO MO3UTHBHUX MEePeI0aYCHb 1 MiABUIUTH HAAIHHICTh CHCTEMH
BUSBJICHHS. JIOCHI/DKEHHS TaKOX aKICHTYE yBary Ha BaKJIMBOCTI MPaBUJIBHOT ONTHUMI3aIll MapaMeTpiB, 1[0 Mae
CYTTEBHI BIUIUB HA MPOAYKTUBHICTH MOJIEIII.

Crarts [6] UmtocTpye 3Ha4HI TOCSTHEHHS Y 3aCTOCYBaHHI CMHTETHYHHUX JIAHUX 3T€HEPOBaHMX 3a JIOTIOMOIO0
irpoBoro pymrist Unreal Engine 4 aist MalmMHHOTO HaBYaHHS B KOHTEKCTI MOPCHKUX ITOITYKOBO-PATYBABHHUX OTEpaIliii.
[HHOBAIITHICTD MIAXOMY IIOJNISTAE HE JIMIIE Y CTBOPEHHI CHHTETHYHUX MaHUX, ale W y iX amamTariii 10 MOJCITIOBaHHS
PI3HOMaHITHUX PEATiCTHIHAX YMOB (HAIPHKJIIA[, BIDIUBY Pi3HUX IMOTOJHUX SBHUII), IO MiIBUIIYE CTIHKICTH MOJEIEH 10
3MiH JToMeHy. [HTerparis CHHTEeTHYHHX TAaHUX JO3BOJIIE TPEHYBATH MOJIEINI 3 BUKOPHUCTAHHIM 3HAYHO MEHIIIOT KUTBKOCTI
pearpHUX maHuX — a0 95% MeHme — 0e3 BTpaTH NMPOIYKTHBHOCTI, BIAKPHUBAIOYH MOXIUBOCTI JJISI CTBOPCHHS
pecypcoeeKTHBHIX MOJIETICH, SIKi MalOTh IMIPAKTUYHE 3aCTOCYBAHHS Y CIICHAPIAX 3 00MEKEHOIO TOCTYITHICTIO TAHUX.

Cruciie OPiBHSHHS KOXKHOTO JOCIIDKSHHS HAaBeIeHO y Ta0mili 1.

AmHani3 JniTepaTypHUX JDKeped AEMOHCTpYeE, 1o aisl igeHTudikauii Jojeld y IMOIIyKOBO-pSATYBaJIbHUX
omeparisax HaiOiIbII eHEeKTUBHUMH € CYyIacHI MOJIEIi KOMIT F0TepHOTO 30py, Taki stk CNN, YOLO pi3nux Bepciii (v3,
v4, v51, v8, v10), EfficientDET ta ancambneBi metomu. Bucoka TounicTh BusiBiIeHHS (moHam 90% y OinbIiocTi
JIOCITIJDKEHB) JIOCSATAETHCS 3aB/ISKH BUKOPHUCTAHHIO METOIB ayrMEHTAlil AaHUX, TAKUX SK MOJEIIOBAHHS PEabHUX
MOTOJTHUX YMOB, Ta OITUMI3aIlil MOJIeIeH i1 crienugivyHi 3aBJaHHS.

3okpema, CNN mpoageMOHCTpYBaB XOpOINy IIBUAKICTE 00poOKku 300paxkenp, a YOLOvV3 i EfficientDET
JIOCSATII HAaHKpalIuX pe3yJbTaTiB y BUIBJICHHI JTIOACH HA BIAKPUTHX TEPUTOPIAX i B MOPCHKHAX yMOBaX. BukopucraHHs
IHHOBAI[ITHUX TiIX0MiB, TakuX sk GAN s TOKpameHHs SKOCTI 300pa)KeHb, Ta aHcaMmOJieBe HABYAHHS JIO3BOJIUIIO
HiBUIIUTH e(DEKTHBHICT CHCTEM, 3MEHIIUTH KUIBKICTh XMOHNX Tiepe0aueHp i 30anaHcyBaTh MPOAYyKTHBHICTS.

[Tompu BHCOKI pe3ynbTaTi ToYHOCTI cydacHuX apXitektyp (YOLO pisnux Bepciii, EfficientDET, ancamOnesi
METOAM), aHANIi3 JITepaTypHUX DKEpeN MOKa3ye HasBHICTh KUTBKOX MPOTajWH. BimbmricTe mojeneil i3 HaBHIIOIO
TouHicTIO (94-95%) MOTPeOyIOTh 3HAYHUX OOYHCIIOBAILHUX PECYPCiB, CIEIiali3oBaHOTO OOJaIHAHHS Ta BEJIUKHX
HaOOpiB JaHuX sl HaBuaHHA. Lle yckiagHioe X BUKOPHCTAaHHS y peajbHUX MOUIyKOBO-PSTYBAJbHUX MICISX, 1€
JIOCTYITHI OOYHMCIIOBANbHI TOTYXXHOCTI OOMexeHi. TakuM YHHOM, IMOCTae€ 3aBJAHHSA IOMIYKY KOMIIPOMICY MiX
TOYHICTIO, CTIHKICTIO Ta PECYpCHUMH BUTPAaTaMH.
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Ta6muars 1
Tabauus nopiBHAHHSA 10CTITKEeHb
dxepeno Bxinni nani Metoa CuiIbHi CTOPOHH Henomikn
JOCTiIKEeHHS
CNN-based Human | 300paxeHHs 3 CNN Henorana To4HicTh Hwxuya TouHICTS,
Detection for UAVs | BITIA (ronan 80%), MIBUIKICTH MOPIBHSIHO 3
in Search and 00poOku 3 kajpu/cexk, HOBIIIUMH
Rescue [1] e(eKTHBHE BUSBJICHHS MO/ICISIMHU.
YaCTKOBO BUJAUMUX
JTIOEH.
Human Detection 300pakeHHs 3 YOLOV3, Bucoka TounicTh [Motpebye
from UAVs for BITJIIA YOLOV4, BusBIIeHHS (94,73%), CIICIiaJ1i30BaHOTO
SAR Missions: EfficientDET, YCTIITHE 3aCTOCYBAHHS oOagHaHHSA,
State-of-the-Art [2] ancaMOIeBe MoJIeNeH U Pi3HUX YMOB, | CKIagHICTB 300py
HaBYaHHS 3HaYHHN BHECOK ¥ SAR SIKICHUX JaHUX.
MiCIi.
Object Detection in | 300paxeHHs y Autoencoders, Ontumizanis YOLOVS, OOMex)CHHS
SAR: Deep 3aTOIUICHUX GAN, MexaHi3MH | MOKpaIeHHs TOYHOCTI pecypciB st
Learning Strategies | perionax yBaru BUSBJICHHS B 3aTOIUICHUX 00poOKH B
[3] yMOBax. peanpHOMY Yaci,
CKJIaJTHICTh
3aCTOCYBAHHS Y
IUHAMIYHUX
yMOBax
3aTOIICHHSL.
Enhancing 301IbIIEH] YOLOVSI, [TinBueHHsS CKIaaHIiCTh
Robustness of aepO3HIMKHI YOLOv10l, e(PeKTHBHOCTI MoJIeNeH y 30T IICHAS
Human Detection 301IBIIEH] SAR wmicisx, F1-score no HaOOpiB HaHUX,
Algorithms [4] HabopH TaHUX 0,94, mokpamieHHs 3a ajmanraris 10
JIOTIOMOTO0 301IIbIICHHS peasbHUX YMOB.
Ha0OpiB JaHUX.
Detecting Humans | HERIDAL dataset AmncambiieBe Tounicts 95,11% Ha CKJIaIHICTh
in SAR Using HABYAHHS Ha 0a31 | pO3AUIBHINM 3maTHOCTI 512, | BiATBOpEHHS
Ensemble Learning EfficientDET MEPEBHUIIICHHS PE3yJIbTATIB | Yepe3
[5] MOTMEPEHIX METOIIB, OITUMI3ALIIO0
e(eKTHUBHICTH Ha mapaMeTpiB i
aepoOTO3HIMKAX. KepyBaHHS 4acoM
HaBYaHHSI.
Unreal Engine 4 CuHTETHYHI JaHi, IaTerparis 3MeHIIICHHS TOTpedn B 3aeXHICTb BT
st SAR [6] 3reHepOBaHi B CUHTETHYHUX peanbHUX JaHux 110 95% SIKOCTI
Unreal Engine 4 JaHUX, 0e3 BTparH CHHTETUYHUX
MOJICITFOBAHHS MPOAYKTUBHOCTI, JTAHX,
peaicTHIHUX TPEHYBaHHS MOJICNICH IS | OOMEXCHHS
yMOB (Ioroa, SAR y ckmagHuX yMOBax, ajanraii 10
3MiHa JIOMEHY) MIIBUILIEHHS CTIHKOCTI 0 | peaibHUX
3MiH JIOMCHY. CIICHAPIIB.

Y upoMy koHTekcti 3actocyBaHHs CNN e BumpaBganuMm 1 parioHadbHuM pimeHHs M. Xoua CNN
MTOCTYTAIOTHCSI HOBITHIM MOJIENISIM 32 aOCOTIOTHUMH TTOKa3HUKAMH TOYHOCTI, BOHH 3a0€3MeUyioTh JOCTAaTHIN piBeHb
posmizHaBaHHs (roHax 80%) HpH 3HAYHO MEHIIMX arnapaTHUX BuMorax. lle 3a0esmeuye nmocrarHii OanaHc Mik
TOYHICTIO Ta 00YHMCITIOBAIBHUMH BUTpaTaMu, 0 poouts CNN nmpupaTHUMHU JUIs iHTErpaii B cucTeMax 3 00MeXeHUMH
pecypcamu. Lle, y cBOIO 4epry, miJBHILYE JOLUIBHICTh Ta MPAKTUYHICTH iX BUKOPHCTaHHS y pEaJbHUX MOIIyKOBO-
PATYBaJIbHUX Olepanisix, 30kpeMa i3 Bukopucranusam BITJIA.

®opmyn0BaHHA Wijeil cTaTTi

Mertoro maHOi poOOTH € PO3poOKa MOJIeNi Ha OCHOBI KOHBOJIIOIIMHUX HEHPOHHUX MEpEeX IS BUPILICHHS
3aBJaHHA IACHTU(IKAIIT TI0AeH Y KOHTEKCT] MOITyKOBO-PATYBATIBHNX onepamniid. KoHBomomniitHi Mepexi oopaHo depes
iXHIO 3/7aTHICTH 3a0e3MedyBaTH BUCOKY €()EeKTHBHICTh MPH 3HAYHO MEHIIiH BHMO3i [0 OOYHCIIIOBAIHHHUX PECYpCiB
opiBHAHO 3 MozesiMu Tuiry Y OLO, 1o € BaXXJIMBHM y peaqbHIX yMOBax 3 00MeXeHUMH pecypcamu. PoboTa Takox
BKITIOYA€ MMPOBEACHHS €KCIIEPUMEHTIB 3 PI3HUMH THUIIAMH apXiTeKTyp TaKWX MEpeX 1 aHaji3 pe3yJbTaTiB, OTPIMaHUX
i 9ac TeCTyBaHHSA MOJeINeil.

Onuc HaOopy JaHux

st peanizanii 3agaqi 0yno oopano Human Detection Dataset [7], 1110 MiCTUTB BENHKY KUIBKICTh 300pakeHb

Jro/Iel y pi3HUX 1Mo3ax. 300pakeHHs PUBE/EH] 10 po3Mipy 256x256 mikceniB, 101aTKOBA 3MiHA pO3Mipy 300pakeHb
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He 3acTocoByBajacs. i po3MMpeHHs Ta YPi3HOMAHITHEHHs JaHWX BHKOHAHO ayrMEHTAlilo: TOPH30HTAJbHE i
BEpTHUKAIIbHE BiJOOpasKeHHsI, 3CYBH, IOBOPOTH, MACIUTA0yBaHHs. Y pe3yJIbTarti 1JIsl KOKHOTO 300pakeHHs COPMOBAHO
9 BapianTiB (opuriHai i 8 ayrMenroBaHux komii). [Ipuknaan ayrmenrauii HaBeaeHo Ha puc. 1.

[MiaroroBnenuii HaOip 3abe3neyuye AOCTAaTHIO PI3HOMaHITHICTB Uil eekTuBHOTO HaBuaHHA CNN 6e3 pusuky

nepeHaBYaHHA.
Augmented 1

Original Augmented 2

Augmented 7
g

Puc. 1. Ilpukaan opuriHaabHOT0 300paskeHHs i iforo 8 ayrmeHTOBaHNX KOMiii

Buxian ocHoOBHOTO MaTepiaiay
Y mporeci gociipkeHHS Oy10 po3po0IIeHO Ta IPOTECTOBAHO KUIbKA apXiTEKTYp KOHBOJIIOIIMHUX HEHPOHHUX
mepexk (CNN) mist 3amadi kinacudikanii 300pakeHb, CIIPSIMOBaHOI Ha IOLIYK JIIOAEH y CKIagHUX yMoBax. Po3poOka
BKIIIOYaJla SIK (DOpMajbHy IIOCTAHOBKY 3a/iadi, TaK 1 NPOBEAEHHS EKCIEPHUMEHTIB i3 PI3HUMH apXiTeKTYpHUMHU
rnapameTpamMH Ta ONTHMI3aTOpaMH 3 METO0 BHOOPY HaitObI eekTUBHOT KOHpIryparii.

ApxiTekTypa MoaeJi

3aranbHa apXxiTeKTypa MOJENI peatidye 30a1aHCOBaHUH MiIXi1 10 BUIIyYEHHs 03HaK. Ha moyaTKkoBHX eTamax
MOJIeSIb BUBYA€E IPOCTI O3HAKH, IOCTYNOBO Tepexoasdu 1o ckianHimux. KombOinamis mapie MaxPooling i
AveragePooling cripusie ONTHMaIbHOMY BUIIYUSHHIO KIIFOUOBHX XapaKTEPHUCTHK i3 Aanux. OyHkuis aktuBanii ReLU y
MIPUXOBAHUX MIAPaX JO3BOJIAE YHHUKHYTH INPOOJIEMH 3aTyXal4uX Tpaji€HTiB, IO CIpHse OLIbII cTabiIbHOMY Ta
LIBHJKOMY HaBYaHHIO.

OinanpHnid mwap i3 QyHkuiero axkrtuBamii sigmoid 3abes3medye BIAMOBIMHMH BUXiA Uil 3amad OiHapHOI
knacudikaii, TepeTBOPOOYN pe3ynbTatd B miama3oH [0, 1], mo Jo3Bois€e IHTEPHPETYBATH iX SK HMOBIPHOCTI
HaJIS)KHOCTI JI0 TIEBHOTO Kiacy. [yl OIHKM SIKOCTI HaBYaHHS BHKOpUCTOBYBanacs (yHkuisi Brpar Binary Cross-
Entropy:

1 X .
L= —Nzl(yl- log@) + (1 = y) - log(1 = 9)

ne y; € {0,1} — cupaxus miTka kiacy, 9; € [0,1] — nporrosoBana iiMoBipHicTb, N — 3arajbHa KiJIbKiCTh €K3eMILISPIB.
SkicTh kaacudikalii 101aTKOBO OIIHIOBaIacs 3a MeTpukamu Precision, Recall ta F1-score, siki BU3HAYarOTHCS
HACTYITHUM YHHOM:

TP Precision-Recall
,  Recall = , F1=2. =20t
TP+FP TP+FN Precision+Recall

ne TP - KUTBKIiCTh MPABHIIBHO 1ICHTU()IKOBAaHHUX MTO3UTUBHUX 3HAYCHB, F'P - KUTbKICTh XUOHOIIO3UTHBHUX 3HA4YEHb, F'N
— KIJIBKICTh XMOHOHETaTUBHUX 3HAYEHbD.

Bubip rinepmapamerpiB (KUIBKICTH (iNbTpPiB, pO3Mip sapa, ONTHMI3aTOp) 3HIMCHIOBABCS HA OCHOBI
EKCIIEPUMEHTIB (AMB. TaOIHITIO 2).

Precision =

182 Herald of Khmelnytskyi national university, Issue 6, Part 1, 2025 (359)



TexHiuHI HayKu ISSN 2307-5732

Tabamms 2
Mesxi rinepnapamMerpis
l'inepnapamerp Jiana3oH 3Ha4eHb
OnTumizarop RMSprop, Adam, Nadam, Adamax, SGD, Adagrad
Po3mip saapa 3ropTkn 2x2,3%3, 5%5
KinbkicTs dinsTpis (16, 32, 64, 128), (32, 64, 128, 256), (64, 128, 256, 512)
Ha puc.2. 300paxxeH0 apXiTeKTypy 0a30BOi MOAei.
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Puc.2. ApxitekTypa 6a3o0Boi moaei

HesBakaroun Ha Te, 110 pOo3poOJICHAa MOJIENb MTOKA3a/Ia XOPOIli Pe3ybTaTh, 30KpeMa JOCSITHEHHS 3HAYCHHS
F1-Score - 0.83, icHye moTeHIiaN Ui MOAAIBIIOTO TTOKPALICHHS Yepe3 Mmia0ip Halkpamux mapamerpiB moxeni. Llei
i101p ONMUCYETHCS Al Yepe3 eKCIIEPUMEHTH 3 ONITUMI3aTOpaMH, pO3MIpOM sIpa i KiIbKicTio (inbTpiB. ExcriepumenTn
npoBoannucs y cepenopuili Google Colab i3 Bukopucranusm CPU, 12 GB onepatuBHOi mam’sti Ta GpeiiMBOpKY
TensorFlow.

ExcnepuMeHTH 3 onTHMi3aTopaMu

Byno meperipeno micTh onTuMizaropiB: RMSprop, Adam, Nadam, Adamax, SGD, Adagrad. Haiikparmi
pe3yapTaTé MOJeNb Tokaszana 3 onrtumizaropom Nadam — 0.86 F1-Score i 0.84 Precision, 110 AeMOHCTpye HOTro
e(eKTHBHICTh I NaHOI apxiTekTypu. Takoxk mobpe cebe 3apexomeHmyBaid RMSProp i Adam, ski mokaszamu
pesynsTratu F1 Score 0.83. Ha puc.3. 300paxennii rpadik pe3ynprariB F-1 Score mist mectr onTHMi3aTopis.

Omnrumizatop Adamax gocsr F1 Score 0.81, 110 € mopiBHAHO XOPOIIHM pPe3yIbTaTOM, alle MOCTymaeTbess Adam
i RMSProp. Haiimenm edextnBHuME BusiBmimcs ontumizatropu SGD ta Adagrad, 3mauenns F1-Score sxux cximanm
0.78 i 0.54 BigmoBigHO. OcobmmBO cmabkuii pe3ynpraT Adagrad MOXKHA MTOSICHATH MOBUTFHOIO IMIBUAKICTIO 301KHOCTI
Ta MEHIIIOIO 3JIaTHICTIO IO aJanTallii B 3aa4ax kiaacugikarii.

F1 Score for different optimizers
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Puc.3. 3nauenns F1-Score nisi pisHux ontumizaTopis

[Momampmr eKcImepuMEHTH NPOBOAWIMCA i3 BHKOpHCTaHHSIM onTuMmizaTtopiB Nadam, Adam i RMSProp,
OCKUIBKH BOHH TIOKa3aJIHM HalKpali pe3yIbTaTH.

ExcnepnmenTH 3 po3mMipoM siipa 3ropTku
Po3mip sinpa 3ropTku 3MiHIOBaBcs Mixk 2x2, 3x3 Ta 5x5. Haiikpamuii pesynbTar 3adikcoBaHo IpH po3mipi
sapa 5x5 3 ontumizaropom Nadam: F1-Score = 0.88, Precision = 0.89. [Ipu 3MeHIIeHHI 10 po3Mipy sapa 2X2 3 THM ke
ontuMizaTopoM nokasHuku Branu: F1-Score = 0.82, Precision = 0.81. Lle Bka3ye Ha Te, IO 3aHAATO Malle SAPO HE
3/1aTHE SIKICHO 3aXOIUIIOBATH ITPOCTOPOBI 3aJIEXKHOCTI, a SX5 3a0e3nedye onTumaibHuil 6ananc. Ha puc. 4-5 300pakeHi
rpagiku pe3ynsTartiB F1-Score Ta TpeHyBaIbHUX 1 BaJliIallifHUX BTPAT IPHU PI3HUX ONTUMI3aTOpax I siep SX5 1 2x2
BiJIIOBITHO.
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F1 Score for different optimizers F1 Score for different optimizers
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Puc.4. 3nauennst F1-Score : a) po3mip siapa 5xS; 6) po3mip sigpa 2x2

Train/Val Loss for different optimizers Train/Val Loss for different optimizers
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Puc.5. 3nauennst Train/Validation loss : a) po3mip siapa 5%5; 6) po3mip sizpa 2x2

ExcnepumenT 3 KinbkicTio QinbTpiB
Jlnist mepeBipKy BILIMBY INIMOMHK MEPEXi TECTYBaJIMCS BapiaHTH:
e basosa kinmbkicTh (32, 64, 128, 256);
e 30inbineHa BABivi (64, 128, 256, 512);
e 3menmena BaBivi (16, 32, 64, 128).
30UTBIIICHHS KiTBKOCTI (QiTBTPIB MiABHUIIIIO SKICTh HABYaHHA: TaK, 32 paxXyHOK BUKOPUCTAHHS ONTHMi3aTopa
Nadam Bpmamocst gocsrta tounocti 0.92; F1-Score = 0.91. 3MeHImIeHHS KUTBKOCTI (UIBTPIB CYTTEBO ITOTIiPIIHIIO
pesynsTatu: F1-Score = 0.81. Ha puc. 6-7 300paxeni rpadiku 3uHadenp F1-Score Ta TpeHyBaJIbHUX 1 BalimaIliitHUX
BTpaT IpH Pi3HUX ONTHMI3aTOpax sl pi3HoI KibKkocTi QinbTpiB — (64, 128, 256, 512) 1 (16, 32, 64 128) BinnosigHo.

F1 Score for different optimizers F1 Score for different optimizers
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Puc.6. 3nauenns F1-Score : a) kinbkicTb QinbTpiB — (64, 128, 256, 512); 6) kiabkicTs pinsTpis — (16, 32, 64, 128)
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Train/Val Loss for different optimizers
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Train/Val Loss for different optimizers
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Puc.7. 3nauenns Train/Validation loss : a) kiabkicTh QinbTpis — (64, 128, 256, 512); 6) kinbkicTs diabTpis — (16, 32, 64, 128)

OTpHrMaHi pe3yJIbTaTH 3 KO)KHOT'O €KCIIEPUMEHTY HaBEAECHO B TabmmIi 3.

3BeeHa Ta0auLs pe3yJbTATIB

Tabmuus 3

3:[0);22" CDig;:lI::Xgﬂo Onrumizatop | TounicTs Sf;;e
Nadam 0.81 0.82

2x2 32,64,128,256 RMSprop 0.74 0.75
Adam 0.76 0.76

RMSprop 0.81 0.83

Adamax 0.82 0.81

33 32.64.128.256 Nadam 0.84 0.86
Adam 0.84 0.83

SGD 0.77 0.78

Adagrad 0.56 0.54

Nadam 0.8 0.81

16,32,64,128 RMSprop 0.77 0.76

Adam 0.76 0.77

Nadam 0.89 0.88

5%5 32,64,128,256 RMSprop 0.84 0.85
Adam 0.85 0.85

Nadam 0.92 0.91

64,128,256,512 RMSprop 0.9 0.9

Adam 0.89 0.9

BucHOBKH Ta mepcneKTHBH NOAAIbIINX JOCTI/UKEHb Y AAHOMY HaNpsIMi

VY poboTi Oys0 po3polIIeHO Ta MPOTECTOBAHO KiJIbKa apXiTeKTyp KOHBOMIOMIHHUX HeiipoHHMX Mepex (CNN)
JUTs 3a7a4i ineHTH(diKamii TroAel y TMOIIyKOBO-PATYBAJIBHUX OIepallisx. EKCIepuMeHTH MoKa3aiy, 0 ONTHMi3aTop
Nadam y noexnaHHi 3 sapoM 5%5 Ta 301IbIIEHOI0 KiMBKiCTIO GinbTpi (64, 128, 256, 512) 3abe3nedye HalKpamuii
pe3yibrar, a came Precision - 0.92 ta F1-Score - 0.91, mo nepesuinye 6a3oBi kongirypanii CNN, a came F1-Score
0.83. Lle minTBepKy€e AOLIIBHICTD MiIO0OPY TineprnapaMeTpiB I1iJ] crienupidHi YMOBH.

VY nocnipkeHHI OyJo cMCTEMaTHYHO MPOAaHATI30BaHO BIUIMB TPHOX KIIFOUOBHX HapaMeTpiB - po3Mipy sjapa
3TOPTKH, KUIBKOCTI (inbTpiB i BHOOpPY onrumizaropa. Takuii KOMIUIEKCHHE MiAXiX M03BOJIMB TOKa3aTH, MIO:
30UIBIICHHS PO3MIpY s/Ipa 10 5X5 CyTTEBO MOKpAIIY€E SKICTh BUSBJIECHHS JIIOAEH y CKIIAJHUX YMOBAX; BUKOPHCTAHHS
6inpmioi KimbkocTi (inbTpiB mifBHINYe poOacTHiCTH Mojelni; ontumizarop Nadam € HalOIIbII NpPUIATHUM IS
JOCSATHEHHS cTabinbHO1 301KHOCTI.

Po3pobnena Mmoaenb Moxe OyTH iIHTETpOBaHA y CHCTEMHU 3 0OMEXEHUMH 00UYNCITIOBATEHUMHA pecypcamu. Lle
JI03BOJISIE 3MEHIINTH Yac pearyBaHHS Ha HaJA3BHUAiiHI cUTyamii Ta HiABHIIMTH OE€3MEeKy pPATYBAJBHHKIB 3aBISKU
aBTOMaTH3alii IpOIeCy BUABICHHS JIIOICH.

[Tonpu HOCATHYTI pe3yibTaTH, MOAEH MOCTYMAEThCA HOBITHIM apxiTektypam YOLOvVS Ta EfficientDET 3a
abCOIOTHIMH TTOKa3HUKaMH TOYHOCTi. Kpim Toro, mocmimkeHHs 6a3zyBajocs Ha OJHOMY HaOOpi JaHHX, IO MOXE
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00MeXyBaTH y3arajlbHEHICTh BUCHOBKIB IS iHIIMX TUMIB SAR-crieHapiis.

MoHBiI HaNpPSMKH MOJANBIINX JOCIIKEHb: IHTErpallisi METOMIiB IreHepaTuBHOro MonemoBaHHs (GAN,
diffusion models) anst mokpaieHHs AKOCTI JAaHUX y CKJIAJHUX YMOBAaX; BUKOPHCTAaHHS aHCAMOJCBHUX MiAXOMIB IS
MIBUILEHHS CTIMKOCTI MOJIEJI; TECTyBaHHS MOZENI Ha pealbHUX BiJICONOTOKAX 13 JPOHIB y PI3HUX MHOTOTHHX 1
CBITJIOBHX YMOBaXx.
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