LIGHTWEIGHT ENVIRONMENTS FOR TESTING SPEED AND RELIABILITY OF SOFTWARE BASED ON OPERATING SYSTEM LEVEL VIRTUALIZATION

An environment for software performance testing is described, which is based on the use of containerization technology using appropriate software (Docker or other) on the one hand, and a tool to investigate its reliability by measuring performance and carrying out load testing, such as ApacheBench or similar. The advantage of containerization technology for achieving the goal was evaluated. It is shown that in this case, the test environment can be deployed on different computers separately, rather than being deployed centrally. This provides following advantages: less cost in terms of computing resources compared to other ways of deploying environments on local computers. Certain types of environment configurations can be easily distributed and replicated between individual computers and workstations through the distribution and application of prepared configuration files. Compared to cloud environments, this approach does not require additional material costs for support. The scheme of operation of such an environment for non-functional testing has been analyzed. The environment also allows to simulate more complex configurations, for example, to study the operation of various load balancing algorithms/systems. The created testing environment was tested on the example of performance of testing web applications. It showed that the created environment allows you to calculate the approximate response time of the application and the presence of failures depending on the number of users who use the application at the same time. Also, load testing allows you to calculate the normal and critical number of application users and predict potential failures. The mechanism for creating test environments considered in this work can be used to build models that are necessary for studying and/or modeling certain types of software testing based on loads, load balancing algorithms between workstations, and others. Since such an approach can be used on almost any personal workstation with relatively small requirements for computing resources and the deployment and distribution of environments is quite simple, such an approach can be implemented not only in business, but also in universities for courses that involve the use similar environments.
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INTRODUCTION

During the software development process, it is necessary to verify its reliability and quality. According to the ISTQB definition, the quality and stability of any software are defined by matching the requirements given in the specifications and other requirements definition documents. Such requirements are usually divided into functional and non-functional requirements. Functional requirements are usually related to functionality, which in many cases means matching business logic rules. Non-functional requirements encompass all other requirements, including performance parameters. Some software products are designed to handle large numbers of simultaneous connections and have short response times. Load and stress testing approaches should be used to test software under development or maintenance to meet these requirements. Most recent software is designed with a large number of users in mind, which is why testing its performance is an important task during software engineering and development.

RELATED WORK

General definitions and characteristics of performance testing types and their relationship are given in [1]. Conduction of different performance testing types requires special testing environments deploying, for which the balance between complexities and costs of environment deployment and deployment of developed software in this environment are very important. Another important question is how to make testing environments as much similar to real ones as possible, to make sure that results of testing using special testing environments could be useful in terms of real load predictions. These issues are described in detail in [2-4].
Performance testing methodology requires using special performance testing software like Apache JMeter/Gatling/Locust and many others. Architecture, components and general principles of work for such tools are described in [5].

Commercial software development nowadays is being done using widely known agile software development methodologies, such as XP, Scrum or Agile. The Agile methodology is designed to make minimal viable products as quickly as possible through series of small working time periods which called sprints. Recent studies [6] reveal that performance testing integration into teams and projects that use Agile could be difficult, because the methodology itself doesn’t give direct approaches of how and when performance testing should be conducted and why it should be performed before the end of current sprint. That’s why implementation of efficient performance testing in such conditions require additional costs.

Recent decades software development of web applications in most of cases follow microservice architectures [7], which assume splitting big software modules into small modules with single or small number of purposes. Instead of older monolith architectures approach, microservices allow to achieve better robustness, scalability, and transparency of software. But it also multiplies the amount of performance testing work, because in practice you need not only to test single modules, but some set of working simultaneously and the software as whole.

It is worth to mention that during modern software development there are some not obvious practices that also could affect performance of final solution. The first one is runtime performance, because modern compilers and virtual machines are also very complicated software, performance testing in practice should consider some specific runtime traits, as it shown in [8, 9] according to JVM special performance downscale examples. The second one is the process of software refactoring, that usually means syntax and structure code changes that should increase the performance, readability and transparency of software. However, there are numerous examples of cases when changes should not affect the performance of software product, but actually did it [10]. That is why for successful development performance tests, just as any other, should be conducted for any code changes being made, even in cases when it is not clearly obvious that they could affect in any way.

Also, during the last decade web-applications in most cases are deployed using cloud-computing infrastructures (PaaS, IaaS approaches), and not using local or dedicated hosting resources. Cloud-specific best practices for performance testing are shown in [11].

Thus, we conclude that the practice of modern software development involves testing almost continuously [12], which means there is a need for tools and reproducible practices [13] that allow you to organize this with minimal costs.

Aim of the study

As we can see from the review of modern publications, there are many problems in the field of software testing. Test resources work on the basis of real or cloud computing servers. However, especially in the case of high workloads, the cost of deploying and maintaining such environments could be quite high. And this is one of the main problems of modern non-functional software performance testing.

In this regard, the goal of the study is to create an environment for software performance testing, which consists in the simple deployment of test environments of sufficient complexity, with the help of which it is possible to simulate the load on the software and conduct performance testing checks.

To achieve this goal, we’re going to investigate and complete following tasks:
1. Evaluate container technologies in terms of lightweight testing environments creation.
2. Study the convenience of using such environments
3. Check that proposed approach is suitable for performance testing tasks.

Methodology

In this paper, an approach based on the use of containerization technology and the use of appropriate software is proposed for the task of deploying a test environment (Docker/LXC/Podman etc.)[14] and ApacheBench performance and load testing tool [15] or any similar to it.

Let’s consider the main properties of the proposed tools. Docker is a tool for isolated Linux-like containers hosting and management. In the current work, containers are used to solve the problem of relatively simple and fast preparation of a reproducible environment that can be tested for performance and failures. Apache Bench is a load testing tool for WEB-applications performance/stress/load testing, that could measure performance of application through sending large number of HTTP requests using concurrent worker processes to it. This happens until the total number of requests for what to do is exhausted (the parameter is set arbitrarily in the command line).

The main idea of the approach is to use containerization software to deploy test environments on different computers separately, instead of deploying it centrally. This provides the following benefits:
1. Using containerization is less expensive in terms of computing resources than other ways of deploying environments on local computers, such as using virtual machines [16].
2. Certain types of environment configurations can be easily distributed and replicated between individual computers and workstations by distributing and deploying prepared configuration files.
3. Compared to cloud environments, this approach does not require additional material costs for support.

So, as part of the proposed approach to deploy a test environment and conduct performance or load testing, the user should perform the following steps:
1. Install required software:
   • Container hosting software (Docker/LXC/Podman or any other that meets the requirements).
- Load testing tool (ApacheBench/Apache JMeter/Gatling or any other that meets the requirements).

2. In accordance with the tasks, the necessary containers with the appropriate software are launched with the help of prepared configuration files and/or command shell commands.

It is worth to mention that the existing containerization systems allow performing such complex configurations as creating a network of containers, limiting the computing resources of an individual container, and accordingly the software running in it, connecting containers to file storage, and others. This allows us to create test environment models of almost any complexity.

Next, use the load testing tool to apply the required load. The obtained results can be analyzed according to the set tasks.

Fig. 1 illustrates the operation scheme of this environment (Control system means any Load testing tool as set of modules responsible for generation load and load results monitoring and evaluation).

![Fig. 1. Scheme of the test environment for load testing](image)

Proposed approach can also be used to model more complex configurations, such as performance measurements of different load balancing algorithms and systems. [17]. Example of such environment is shown in Fig. 2.

To demonstrate the proposed technology, it is proposed to simulate failures during load testing. Namely: we deploy a certain web application with parameters that limit the RAM of the container and load it. To reproduce the case of failure two methods are proposed:

1. Limiting the computing resources of the container itself, which leads to the limitation of resources that server could utilize for processing requests.

2. Using an HTTP application with a server that is not optimized for high levels of loads (a standard HTTP server built into the Python standard library will be used as an example).

Next, we launch the Docker container with the image of the NGINX web server using the console command:

```
$ sudo docker run -it --rm -d -p 8080:80 --name web nginx
```

Start the load on the deployed application using the console command:

```
$ ab -n 2000 -c 200 -k http://127.0.0.1:8080/
```

As a result of the load, we will receive the report shown in Fig. 3.
Fig. 2. Scheme of the test environment for load testing with load balancer

Fig. 3. Load testing report
As we could see, in the line "Failed requests" we have the result "0", Which means that during our load all requests have been handled without errors. In order to simulate the case of failure we limited amount of computing resources that container could utilize for handling requests (8 MB RAM and 2 CPU cores) and launched it:

```
$ sudo docker run -it --rm -d -p 8080:8000 -m 6m -c 2 --name web nginx
```

We start the load on the deployed application using the console command

```
$ ab -n 2000 -c 200 -k http://127.0.0.1:8080/
```

As a result of the load, we will get the result shown in Fig. 4. where you can clearly see that there were failures (2787 requests returned with an error). Also, the waiting time for response has increased. These failures, which in this case took the form of the unavailability of the server's response at the specified time, were caused by the technical imperfection of the server and the load that was set.

Next, we could make tests with different numbers of workers and analyze it to test different hypotheses and metrics, set in the form of rules of the type "no more than n seconds for handle request and send response". The results of such tests are given in the tables 1 - 3.

### Table 1

**Load test results with different number of concurrent workers (25, 50 and 100 respectively).**  
**The percentage of requests falling within the limit of not more than 2 second of response time**

<table>
<thead>
<tr>
<th>System Under Test load parameters (ApacheBench CLI)</th>
<th>NGINX (default settings)</th>
<th>NGINX (mem 8 MB, CPU 2)</th>
<th>SimpleHTTP (default settings)</th>
<th>SimpleHTTP (mem 8 MB, CPU 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-n 100, -c 25, -s 180</td>
<td>99%</td>
<td>97%</td>
<td>96%</td>
<td>88%</td>
</tr>
<tr>
<td>-n 100, -c 50, -s 180</td>
<td>99%</td>
<td>94%</td>
<td>90%</td>
<td>80%</td>
</tr>
<tr>
<td>-n 100, -c 100, -s 180</td>
<td>99%</td>
<td>90%</td>
<td>87%</td>
<td>60%</td>
</tr>
</tbody>
</table>

### Table 2

**Load test results with different number of concurrent workers (25, 50 and 100 respectively).**  
**The percentage of requests falling within the limit of not more than 2 second of response time**

<table>
<thead>
<tr>
<th>System Under Test load parameters (ApacheBench CLI)</th>
<th>NGINX (default settings)</th>
<th>NGINX (mem 8 MB, CPU 2)</th>
<th>SimpleHTTP (default settings)</th>
<th>SimpleHTTP (mem 8 MB, CPU 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-n 100, -c 25, -s 180</td>
<td>99%</td>
<td>99%</td>
<td>99%</td>
<td>95%</td>
</tr>
<tr>
<td>-n 100, -c 50, -s 180</td>
<td>99%</td>
<td>97%</td>
<td>95%</td>
<td>90%</td>
</tr>
<tr>
<td>-n 100, -c 100, -s 180</td>
<td>99%</td>
<td>96%</td>
<td>94%</td>
<td>70%</td>
</tr>
</tbody>
</table>
Load test results with different number of concurrent workers (25, 50 and 100 respectively). The percentage of requests falling within the limit of not more than 2 second of response time

<table>
<thead>
<tr>
<th>System Under Test load parameters (ApacheBench CLI)</th>
<th>NGINX (default settings)</th>
<th>NGINX (mem 8 MB, CPU 2)</th>
<th>SimpleHTTP (default settings)</th>
<th>SimpleHTTP (mem 8 MB, CPU 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-n 100, -c 25, -s 180</td>
<td>99%</td>
<td>99%</td>
<td>99%</td>
<td>99%</td>
</tr>
<tr>
<td>-n 100, -c 50, -s 180</td>
<td>99%</td>
<td>99%</td>
<td>99%</td>
<td>98%</td>
</tr>
<tr>
<td>-n 100, -c 100, -s 180</td>
<td>99%</td>
<td>99%</td>
<td>99%</td>
<td>90%</td>
</tr>
</tbody>
</table>

As a result of testing, taking into account the data in the previous table, the following rules could be noted (for example, 2 rules are given):

- For 100 simultaneous users (100 simultaneous connections), the response time of any operation in 99% of cases should not exceed 4 seconds when using NGINX with standard settings. The probability of an error (server response code other than 200) should not exceed 0.1% of all cases.
- For 25 simultaneous users (25 simultaneous connections), the response time of any operation in 99% of cases should not exceed 4 seconds when using SimpleHTTP with standard settings. The probability of an error (server response code other than 200) should not exceed 0.1% of all cases.

The mechanism for creating test environments considered in this work can be used to build models that are necessary for studying and/or modeling certain types of software testing based on loads, load balancing algorithms between workstations, and others. Since such an approach can be used on almost any personal workstation with relatively small requirements for computing resources and the deployment and distribution of environments is quite simple, such an approach can be implemented not only in business, but also in universities when studying disciplines that involve the use similar environments.

The work was carried out as part of the scientific work of the department of software of computer systems of the Chernivtsi National University named after Yu. Fedkovich on the cathedral topic "Research, modeling and software development of complex dynamic systems". The results of the work are implemented in the educational process during the study of the course "Software Reliability Engineering".

Conclusion

1. An environment for performance software testing has been created, based on the use of containerization technology and the use of appropriate software (Docker or others) on the one hand, and a tool for measuring performance and carrying out load testing such as ApacheBench, or similar.
2. The advantage of containerization technology for achieving the goal was evaluated. It is shown that in this case, the test environment can be deployed on different computers separately, rather than being deployed centrally. This does provide advantages: less cost in terms of computing resources compared to other ways of deploying environments on local computers. Certain types of environment configurations can be easily distributed and replicated between individual computers and workstations through the distribution and application of prepared configuration files. Compared to cloud environments, this approach does not require additional material costs for support.
3. The scheme of operation of such an environment for performance testing has been analyzed. It is shown that the combination of load generation with the monitoring system and load testing tools are integrated into the control system as well. The environment also allows you to simulate more complex configurations, for example, to study the operation of various load balancing algorithms/systems.
4. The created performance testing environment was verified using the example of testing web applications. It showed that the created environment allows you to calculate the approximate response time of the application and the presence of failures depending on the number of users who use the application at the same time. Also, load testing allows you to calculate the normal and critical number of application users and predict and prevent potential failures.
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