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DEEP LEARNING METHODS BASED ON MOBILENETV2 MODEL  

FOR LOW-LIGHT FACE RECOGNITION 
 

In this research paper, the problem of reduction of the recognition accuracy for face image captured in low-light 

environments in modern recognition methods is considered. Reviewed recognition methods are based on deep learning methods 

for extracting object of interest (a face), digital transformation of an image and different convolutional neural networks models 

(VGG-Face, ArcFace, FaceNet, DeepFace, SphereFace, CosFace, OpenFace) for feature extraction and classification. Two 

methods are proposed for facial recognition, based on the MobileNetV2 deep learning model architecture with the integration of 

additional blocks for feature extraction enhancements. One of the proposed methods includes prior classification of images 

depending on the lighting conditions of an image, based on the usage of a CNN with accuracy of 99.33%, after which a 

correspondingly-trained MobileNetV2 architecture-based model is used for recognition itself. Proposed methods were tested on 

the UTKFace dataset, as well as generated DistortionFace and NormalFace datasets, for recognition of face images by features 

such as age, gender and ethnicity. Each dataset consists of 23 708 images in total, which are then divided into parts of 16 595 

images for training, 4 741 for validation and 2 371 for testing. Proposed methods for facial recognition based on MobileNetV2 

showed mean absolute error of 6.38 for age, as well as accuracy of 88.09% for gender and accuracy of 72.93% for ethnicity. 

Proposed method for face recognition based on a lighting classification CNN model and MobileNetV2 model showed mean absolute 

error of 6.74 for age, as well as accuracy of 87.14% for gender and accuracy of 70.53% for ethnicity. Proposed methods 

demonstrate robustness in low-light face images recognition and potential for further research and improvements. 

Keywords: Convolutional Neural Network, MobileNetV2, Deep Learning, Image Recognition, Low-Light Image, Face 

Recognition. 

 
МАКСИМЕНКО ДМИТРО 

ШКУРАТ ОКСАНА 
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МЕТОДИ ГЛИБИННОГО НАВЧАННЯ ДЛЯ РОЗПІЗНАВАННЯ ОБЛИЧ, ВІЗУАЛІЗОВАНИХ В 

УМОВАХ НЕДОСТАТНЬОГО ОСВІТЛЕННЯ НА ОСНОВІ МОДЕЛІ MOBILENETV2 
 

В статті розглядається проблема зниження точності розпізнавання в сучасних методах розпізнавання облич для зображень 

низької якості, які візуалізовані в умовах недостатнього освітлення. Розглянуті методи розпізнавання ґрунтуються на методах 

глибинного навчання для виділення об’єкта інтересу (обличчя), цифрового перетворення зображення та різних моделях згорткових 
нейронних мереж (VGG-Face, ArcFace, FaceNet, DeepFace, SphereFace, CosFace, OpenFace) для вилучення ознак зображень та 

класифікації. Запропоновано два методи розпізнавання облич, що ґрунтуються на моделі глибинного навчання архітектури MobileNetV2 

з інтеграцією додаткових блоків для покращення вилучення ознак. Один із запропонованих методів включає попередню класифікацію 
зображень відповідно до умов візуалізації зображень з використанням моделі CNN з точністю 99,33%, після чого застосовуються 

відповідні навчені моделі архітектури MobileNetV2. Запропоновані методи протестовано на наборі даних UTKFace та згенерованих 

наборах даних DistortionFace та NaturalFace для розпізнавання зображень облич за такими ознаками, як вік, стать та етнічна 
приналежність. Запропонований метод розпізнавання облич на основі моделі MobileNetV2 показав середню абсолютну похибку віку 6,38, 

точність статі – 88,09%, точність етнічної приналежності – 72,93%. Запропонований метод розпізнавання облич на основі CNN 

моделі та моделі MobileNetV2 показав середню абсолютну похибку віку 6,74, точність статі – 87,14%, точність етнічної 
приналежності – 70,53%. Запропоновані методи демонструють стійкість при розпізнаванні зображень низької якості, які візуалізовані 

в умовах недостатнього освітлення та потенціал для подальшого вдосконалення. 

Ключові слова: згорткова нейронна мережка, MobileNetV2, глибинне навчання, розпізнавання зображень, зображення низької 
якості, розпізнавання облич. 
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Introduction 

Face recognition is a prominent tool to authenticate a person in many applications such as military, healthcare, 

public security, video surveillance, access controls for mobile devices, etc. At present, there are a considerable number 

of state-of-the-art artificial intelligence models specifically designed for face recognition tasks. However, their 

performance largely depends on the high quality of the input images. This poses a significant challenge in situations 
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where faces are captured under low-light conditions, which substantially degrades image quality. Consequently, when 

the quality of input data cannot be ensured, face recognition systems may encounter serious difficulties in fulfilling 

their intended functions. 

The primary challenge associated with low-light images lies in the physical limitations of camera hardware, 

both outdated and modern. This issue is particularly relevant given that a significant proportion of such images are 

captured using smartphones, which are typically equipped with small sensors and narrow-aperture lenses. As a result, 

substantial differences arise in per-pixel characteristics between images taken in high-light and low-light conditions. 

These differences manifest not only as reduced brightness but also through distinctive artifacts such as elevated noise 

levels, which often present considerable challenges for computer vision systems, sepia-like color shifts, and others. 

Consequently, the accuracy of recognition systems can significantly deteriorate when processing such images. 

Therefore, the development of a deep learning-based method capable of effectively addressing these issues 

and ensuring robust performance on both high-light and low-light images represents a pertinent research objective. 

Advancements in this area have the potential to yield practical benefits and significantly enhance the reliability of 

facial recognition systems under challenging lighting conditions. 

 

Research objective 

The objective of this research is to develop an efficient and robust deep learning method for face recognition 

from images captured in high-light and low-light conditions. Applying a CNN-based model, the method initially 

classifies an image type. Applying a trained deep learning model of MobileNetV2 architecture and attentional block 

based on previous classification, the method extracts image features and recognizes them by age, gender, and ethnicity 

attributes. This enables increasing accuracy of recognition for face image not limited to different visualization 

conditions. 

Analysis of the latest research and publications 

Practical use cases of face recognition are various. Facial images can be recognized by person, emotion, race, 

age and other attributes. A modern face recognition is based on two general stages: face detection on an image and 

feature extraction from an image. 

Face detection and alignment in an early stage can increase the accuracy of face recognition. There are a lot 

of common machine learning-based approaches to object detection, such as Haar feature-based cascade classifiers [1] 

and single-shot multibox detectors (SSD) [2] offered in the OpenCV library, RetinaFace model [3]. Histogram of 

oriented gradients (HOG) [4] and a CNN-based Max-margin object detection (MMOD) [5] and finally Multi-task 

cascaded convolutional networks (MTCNN) [6] offered in the Dlib library. 

Deep learning models of a CNN-based architecture are an approach to feature extraction from an image and 

recognition. There are a lot of face-targeted models to recognize a person from an image. The VGG-Face [7], ArcFace 

[8], FaceNet [9], DeepFace [10], SphereFace [11], and CosFace [12] models implement person verification and 

recognition from a face image efficiently. Fewer deep learning models have been developed to recognize the age, 

gender, and race of a person [13-15]. All these models do not have architectural features specifically designed for face 

recognition but instead use more general convolutional neural networks, slightly tuned for the specific task. 

Enhancement for these models can be an attention block integrated into deep learning architecture. Attention blocks 

like Squeeze-and-Excitation (SE) or Convolutional Block Attention Module (CBAM) detect the most informative 

fragments of images for model training. The SE module introduces channel-wise attention by reweighting feature 

channels modules and has been plugged into many models to improve accuracy at minimal additional cost [16]. The 

CBAM module extends this idea by sequentially applying both channel and spatial attention. It was tested in facial 

emotion recognition and was found to be significantly improving performance on facial expression datasets [17]. 

RobFaceNet is another example of an attention module improving face-related CNN tasks [18]. 

Another approach to feature extraction from an image and recognition is to employ a set of deep learning 

models integrated in a framework. Lightface [19-20] is a hybrid face recognition framework that enables to switch 

face recognition models among state-of-the-art ones: VGGFace, FaceNet, OpenFace, DeepFace. Deepface [21] is a 

framework for recognizing a face and facial attributes – age, gender, emotion and race. Deepface wraps state-of-the-

art models: VGG-Face, Google FaceNet, OpenFace, Facebook DeepFace, DeepID, ArcFace, Dlib and Sface. Deep 

face recognition framework in [22] consists of a feature restoration network, a feature extraction network, and an 

embedding matching module. 

The performance of many state-of-the-art deep face recognition models and frameworks decreases 

significantly for images captured under low illumination. Therefore, including image enhancement methods, for 

example, contrast-limited adaptive histogram equalization [23], the multi-scale retinex algorithm [24], and the 

RetinexNet-based deep learning model [25], in state-of-the-art deep face recognition models and frameworks can 

improve the recognition accuracy. 

Proposed method 

The first proposed method for low-light face recognition is based on digital preprocessing and MobileNetV2 

deep learning model. The architecture of the first proposed method is shown in Fig. 1. 

The digital preprocessing block detects an object of interest (face) and aligns an image, using Haar feature-

based cascade classifiers. After that, an image is resized and normalized by the brightness values in the range [0;1]. 
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Fig.1. Architecture of the proposed method for low-light face recognition based on digital preprocessing and the MobileNetV2 model 

The MobileNetV2 model recognizes a face high-light or low-light image by age, gender, and ethnicity. In the 

SE Attentional block, the global average pooling is performed, which averages each channel spatially and defines one 

value per channel. The next, ReLU activation function is applied. To expand the reduced representation back to the 

original number of channels, sigmoid activation function is applied. Finally, the result of the Attentional block 

integrates with the original feature map. In the Feature Projection block, the global average pooling is performed. The 

next, fully connected layer is performed. Finally, the dropout is performed, which freezes randomly half of the neurons 

to prevent overfitting. In the Output block, the various activation and loss functions are performed since the 

MobileNetV2 model recognizes age, gender, and ethnicity at the same time. 

Age recognition is a prediction of a linear parameter, so the linear activation function (1) is performed, and the 

loss function mean squared error is estimated (2). 

 𝜎(𝑥) = 𝑐 × 𝑥 (1) 

 𝐿𝑜𝑠𝑠 =
1

𝑁
× ∑(𝑝 − 𝑦)2 (2) 

Gender recognition is a binary classification with male and female classes, so the sigmoid activation function 

(3) is performed, and the loss function binary cross entropy is estimated (4). 

 𝜎(𝑥) =
1

1+ⅇ−𝑥
 (3) 

 𝐿𝑜𝑠𝑠 = −[𝑦 ⋅ log(𝑝) + (1 − 𝑦) ⋅ log(1 − 𝑝)] (4) 

Ethnicity recognition is a multi-class classification with white, black, asian, indian and other classes, so the 

softmax activation function (5) is performed, and the loss function categorical cross entropy is estimated (6). 

 𝜎(𝑥𝑖) =
ⅇ𝑥𝑖

∑ ⅇ
𝑥𝑗

𝑗
 (5) 

 𝐿𝑜𝑠𝑠 = −∑𝑦 × log (𝑝) (6) 

 

The second proposed method for low-light face recognition is based on digital preprocessing and three deep 

learning models. The architecture of the second proposed method is shown in Fig. 2. 

 
Fig.2. Architecture of the proposed method for low-light face recognition based on digital preprocessing, the MobileNetV2 and CNN-

based models 
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The CNN-based model classifies images in high-light and low-light. Based on the result of such a previous 

classification, a face image is directed to MobileNetV2 model trained on low-light or high-light images. The accuracy 

of the proposed CNN-based model for image classification is 99.33%. The second proposed method is a hybrid method 

that incorporates multiple deep learning models to develop an accurate and robust solution for face recognition. 

 

Experimental results 

The proposed deep learning method based on the enhanced MobileNetV2 model for low-light face 

recognition has been performed by Python programming language, on TensorFlow and Keras machine learning 

frameworks, and Deep Face and OpenCV image processing libraries. 

The proposed deep learning method has been applied to the UTKFace dataset [26], which contains 23 708 

images with 5 ethnicities and numerical ages. The proposed dataset has been divided into a training set counted 16 

595 images, a validation set counted 4 741 images, and a testing set counted 2 371 images. Based on images of the 

UTKFace dataset and the simulate module, the two novel datasets, which we call DistortionFace and NaturalFace, 

have been created. The processing module employs noise and sepia filters and randomized brightness reduction to 

images of the UTKFace dataset. All images of the DistortionFace dataset are processed by the simulate module. Half 

of the images of the NaturalFace dataset are processed by the simulate module. The DistortionFace and NaturalFace 

datasets have been divided the same as the UTKFace dataset for a training, a validation and a testing. 

The MobileNetV2 model is trained on 500 epochs with an early stopping function, when the network training 

process is stopped if there is no improvement. Commonly, the early stopping has been between 50 and 80 epochs. The 

Adam optimizer with the learning rate of 0.0001 and loss weights of 0.1 for age, 1.0 for gender, and 1.0 for ethnicity has 

been applied. The results of training and validation of the proposed MobileNetV2 model are shown in Fig. 3. 

 
 (a) (b) 

 
(c) 

Fig. 3. The results of training and validation of the proposed MobileNetV2 model: (a) the mean absolute error (MAE) is used to predict an 

age, 𝑴𝑨𝑬 =
𝟏

𝒏
∑ |𝒚𝒊 − 𝒚𝒊̂|
𝒏
𝒊=𝟏 , where 𝒚̂ – predicted age, 𝒚 – true age; (b) the accuracy is used to predict a gender, 𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =

𝑻𝑷+𝑻𝑵

𝑻𝑷+𝑻𝑵+𝑭𝑷+𝑭𝑵
, where 𝑻𝑷 is true positives, 𝑭𝑷 is false positive, 𝑻𝑵 is true negatives, and 𝑭𝑵 is false negatives; (c) the accuracy is used to 

predict an ethnicity. 

 

The results of face recognition by the proposed deep learning methods based on the MobileNetV2 model are 

shown in Fig.4. 
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Fig.4. The results of face recognition by age, gender, and ethnicity attributes for DistortionFace and NaturalFace datasets 

 

Table 1 and Table 2 show results of applying the proposed methods with different hyperparameters to face 

recognition for DistortionFace and NaturalFace datasets. Datasets for training a model, rates of learning, and an attention 

block are hyperparameters. 

 

Table 1 

Evaluation of the proposed deep learning-based face recognition methods for the DistortionFace dataset. 

Method Evaluation Indicators 

MAE of 

Age 

Gender 

Accuracy 

Ethnicity 

Accuracy 

MobileNetV2 model trained on the UTKFace dataset with SE 

attention block 

22.20 53.25 47.47 

MobileNetV2 model trained on the DistortionFace dataset with SE 

attention block 

7.11 86.17 69.39 

MobileNetV2 model trained on the NaturalFace dataset with SE 

attention block 

6.80 87.06 72.09 

CNN-based model and MobileNetV2 model with SE attention block 7.11 86.17 69.39 

 

Table 2  

Evaluation of the proposed deep learning-based face recognition methods for the NaturalFace dataset. 

Method Evaluation Indicators 

MAE of 

Age 

Gender 

Accuracy 

Ethnicity 

Accuracy 

MobileNetV2 model trained on the UTKFace dataset with SE 

attention block 

14.05 72.34 62.06 

MobileNetV2 model trained on the DistortionFace dataset with SE 

attention block 

11.23 76.56 56.83 

MobileNetV2 model trained on the NaturalFace dataset with SE 

attention block 

5.96 89.12 73.78 

CNN-based model and MobileNetV2 model with SE attention block 6.37 88.11 71.67 

MobileNetV2 model trained on the NaturalFace dataset 6.50 86.89 72.47 

MobileNetV2 model trained on the NaturalFace dataset with CBAM 

attention block 

6.21 88.62 73.90 

 

As is evident from the results in Tables 1 and 2, the proposed method for face recognition based on the 

MobileNetV2 model on average has the mean absolute error for age of 6.38, the gender accuracy is 88.09%, the ethnicity 

accuracy is 72.93%. 

As is evident from the results in Tables 1 and 2, the proposed method for face recognition based on the CNN-

based model and the MobileNetV2 model on average has the mean absolute error for age of 6.74, the gender accuracy is 

87.14%, the ethnicity accuracy is 70.53%. 
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Accordingly, applying the proposed deep learning methods based on the MobileNetV2 model allows 

obtaining accurate face recognition results with both low-light and high-light images. 

Conclusions 

The paper introduces two deep learning methods based on the MobileNetV2 model for face recognition 

according to age, gender, and ethnicity attributes from face images captured in low-light and high-light conditions. 

The proposed face recognition methods employ a digital preprocessing block to detect and align a face image, the 

CNN-based model to initial classify the image in high-light and low-light, the MobileNetV2 model, Attentional, 

Feature Projection and Output blocks to extract features from the image and recognize ones. 

Practical experiments have been shown the ability to generalize of the proposed face recognition methods. 

The proposed deep learning methods based on the MobileNetV2 model recognize a face image according to age, 

gender, and ethnicity attributes with both low-light and high-light with almost the same recognition accuracy. The 

proposed method for face recognition based on the MobileNetV2 model on average has the mean absolute error for age 

of 6.38, the gender accuracy is 88.09%, the ethnicity accuracy is 72.93%. The proposed method for face recognition 

based on the CNN-based model and the MobileNetV2 model on average has the mean absolute error for age of 6.74, the 

gender accuracy is 87.14%, the ethnicity accuracy is 70.53%. 

Further research can be focused on exploring image distortion and image enhancement technologies to 

develop adaptive preprocessing blocks for the proposed face recognition methods. The next point of further research 

can be focused on exploring more models of a CNN architecture for face recognition to integrate in the proposed face 

recognition methods. The final point of further research can be focused on exploring a multi-class recognition of the 

proposed CNN-based model for previous classification of with both low-light and high-light images. 
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