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VJIOCKOHAJIEHA MOJIEJIb KJIACU®IKAIIIT bJIOKIB BIHAPHUX TIAHUX
JJI5A 3AJTAY KAPBIHI'Y ®AUJITB

Y pobomi poszenanymo npobremy xnacughixayii 610xie Oinapnux 0aHuX AK CKIAO0B020 emany npoyecy Kapeiney
¢aiinie i3 ucoxum pienem ¢ppaemenmayii. Icnyroui mooeni ma memoou MaomMs GUCOKULL Pi6eHb NOMULOK Y 3ATIeHCHOCI
810 bazamvox axmopis. [{o mozo sHc npu upiuienti peanbHux 3a0ay Oami, Wo aHai3yIOmMbCsl, MOHCYMb 8I0PIHAMUCH 81O
npeocmasnenux y HAgYaibHUXxX oamacemax. Memow ybo2o 00CniOdHCeHHs € niosuwumu egexmugHicms mooenel
Kaacugixayii 610Ki6 OiHapHuX Oanux i nodoramu npoodieMu BUABLEHHS (pazmeHmie Heyilbosux munie gaiinig. Y xo0i
00cCi0dICceH sl NPOBE0eHO YOOCKOHANEHHS ICHYIOuUX MoOeiel ioenmugikayii ¢ppacmenmis ¢aiinie. Yoockonaneni mooeni
nepeobauaroms 86e0eHHs 000AMKO8020 GI02ANYONCEHHs (20108U) Kiacugikamopa, wo 6ionosioac 3a nodoyoogy
npomomunie Kiacieé y OuCKpemmomy npocmopi osnax. Taxum uuHoM ni0 yac HAGYAHHA OOCASAEMbCA peynapu3ayis
npocmopy 03HaxK 0as Kiacugikamopa ¢pazmenmie yinbogux i Heyinbogux munie ¢gainig. Ilpu yvomy 6yoyiomvcsa mexci
(konmeiinepu) Knacig, wo 3ade3neuyiomy GUABIEHHA OAHUX, WO BUXOOAMb 3d MeXCi HABUANbHO20 po3nodiny. Y xo00i
npogedents eKCnepumMeHmis i3 GUKOPUCMAHHAM NPONOHOBAHUX MoOeneli 60anN0Cs OMpuMamuy nioGUWeHHs MOYHOCMI
nopiguaHo 3 bazosumu mooenamu 8i0 1,9% 00 3.1% 6 3anescnocmi 6i0 cyenapii 3acmocysanns. 3a2anom moyHicme npu
ioenmucixayii ppacmenmis yinbosux munis gaiinie, pozoumux na 5, 11 i 25 knacie, cmanosuna 6io 88% 0o 98%, 6io 53%
00 100% i 6i0 72% 0o 100% eionosiono. 3a pezynomamamu Hasyants 6Y10 6i0miveHo 3pocmants giocmani Xeminea migxic
B6EKMOPAMU-NPOMOMUNAMY KILACI8 6 OIHAPHOMY NPOCMOPL O3HAK Y Pe2yNAPU3VIOUOMY 8I02aANYOdNCeHHI Kaacugikamopa.
Ompumano maxi makpoycepeOneni snavenns eanioayitinoi mempuxu axocmi knacugixayii F1 — 91,78%, 59,97% i 82,94%
0nA cyeHapiis i3 pozoummsam npocmopy na 5, 11 i 25 knacis 6ionosiono. Huowcui snauenns axocmi kracugixayii'y cyenapii
i3 pozoummsam ¢paiinie na 11 xnacie mosice 6ymu HACIIOKOM HAAGHOCTI 3HAYHO20 NEPEMUHY KIACI6 y NPOCMOPI O3HAK.
Takum yuHoMm 66e0enHs Y 3aNPONOHOBAHUX MOOCAX PE2YNIAPUZVIOU020 BLO2ANYOICEHHS MOOET KIacupixamopa 003601uUno
ompumamu Ui MOYHICMHI XAPAKMePUCmuK nio uac kiacugixayii 610Ki@ OIHAPHUX OaHux, npome pe3Vabmamu
3anedxcams 6i0 cnocoby po3oumms npocmopy @aiinie Ha Kiacu.

Kniouosi cnosa: wmyunuti inmenexm, MawiunHe HAGUAHH, HEUPOHHA Mepedica, Kiacupikayis, idenmugikayis,
aHaniz 0aHux, Habip danux, iHhopmayitina mexHonozis.
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IMPROVED BINARY DATA BLOCK CLASSIFICATION MODEL FOR FILE CARVING
PROBLEMS

In this paper, we address the problem of classifying blocks of binary data as an integral stage in the file-carving process under
conditions of high fragmentation. Existing models and methods exhibit high error rates depending on a variety of factors, and in real-
world applications the data to be analyzed often differ from those found in training datasets. The aim of this study is to improve the
effectiveness of binary-data-block classification models and to overcome the challenges involved in detecting fragments of non-target file
types.

To that end, we have enhanced existing file-fragment identification models by introducing an additional classifier head
responsible for constructing class prototypes in a discrete feature space. During training, this auxiliary branch serves to regularize the
feature space for both target and non-target file fragments. At the same time, class-specific boundaries (or containers) are established to
enable the detection of data that fall outside the training distribution.

Experimental evaluation of the proposed models demonstrated accuracy gains of 1.9 % to 3.1 % compared with baseline
approaches, depending on the application scenario. Overall accuracy for identifying fragments of target file types partitioned into 5, 11,
and 25 classes ranged from 88 % to 98 %, 53 % to 100 %, and 72 % to 100 %, respectively. Training also yielded an increase in the
Hamming distance between prototype vectors in the binary feature space within the regularizing classifier head. The macro-averaged F1
scores were 91.78 %, 59.97 %, and 82.94 % for the 5-, 11-, and 25-class scenarios, respectively. The lower performance in the 11-class
case appears to result from significant overlap between classes in the feature space. Thus, the introduction of a regularizing classifier
branch in the proposed models leads to higher classification accuracy for binary-data blocks, although the results depend on the chosen
class-partitioning scheme.

Keywords: artificial intelligence; machine learning; neural network; classification; identification; data analysis; dataset;
information technology.
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Introduction

A wide range of utilities and multifunctional software such as [1], [2]: Scalpel, Foremost, PhotoRec,
Recoverit, X-Ways Forensics, FTK Forensic Toolkit, Autopsy, Magnet Axiom, UFS Explorer, are capable of
recovering files by signatures. However, they are not effective for recovering highly fragmented data without
file system metadata.

Recent tendencies in solving the problems of carving highly fragmented files suggest that this process
should be divided into separate stages, such as [2]: identification of file fragments, clustering, reconstruction
of files and/or their contents, and verification. Then, different information technologies are used for each of
these stages, depending on the specifics of the recoverable data [3].

Classifying binary data blocks that do not have clearly defined markers is important for carving highly
fragmented files with no file system metadata and in related areas [4]. Many researchers focus on the use of
artificial intelligence techniques [2]. To reduce the impact of the human factor, machine learning models and
methods with automatic feature selection are increasingly used to classify file fragments. The necessity to
develop new models and improve existing ones in order to increase the efficiency of file fragment classification
is an urgent task.

Review of the literature

An increasing number of works are focused on using models and methods of artificial intelligence for
classifying binary data blocks [5], [6], [7], [8], [9], [10], [11]. Researchers choose models based on the support
vector method, decision tree, and various types of neural networks as classifiers.

Some earlier works frequently used techniques with manual feature selection, such as the average
value of unigrams and bigrams, their standard deviation, and the Hamming weight [5]. In this paper, the authors
carried out experiments on classifying files divided into 14 classes and mapped to a hierarchical structure. The
researchers used a classifier based on the support vector method. The classification was repeated several times
at each level of the hierarchy. As a result, the average identification accuracy was 67.78%.

Another study [6] performed n-gram analysis using support vector machines and backpropagation
neural networks. The authors achieved an identification accuracy of 65.12% to 91.49% for the support vector
machines method and 85.8% to 85.88% for neural networks for the classification of file fragments divided into
6 classes.

In the paper [7], the authors propose a feature generation model using byte embeddings for feature
extraction from 4096-byte fragments and k Nearest Neighbors for identification. In this way, the researchers
improved the accuracy and precision by 3% to 12% compared to other feature extraction techniques and
classifiers discussed in the paper. The average accuracy rate was 72%.

Instead, the use of neural networks in combination with automatic feature extraction was
demonstrated to be a perspective direction [8], [9], [10], [11].

For example, in [8], the authors transformed data blocks of 4096 bytes into a 64x64 grayscale image.
The authors obtained an accuracy rate of 70.9% when classifying 16 file types.

In [9], a series of experiments were conducted with the training dataset FFT-75 [12]. The authors
tested six different scenarios of dividing file space into classes for data blocks of 512 bytes and 4096 bytes.
The proposed models were based on the use of several one-dimensional convolutional layers. Inputs were all
byte values from the data block. The average accuracy of fragment identification was 65.6 %, 78.9 %, 87.9 %,
90.2 %, and not less than 99.0 %, depending on the number of classes: 75, 11, 25, 5, and 2, respectively.

Similar experiments on the same dataset were conducted in [10], where a deepwise separable
convolutional neural network was used. Compared to [9], the authors achieved better results only when
identifying file fragments divided into 75 classes (66.33% and 79.27%). In all other cases, the results were 0.2-
7.2% worse.

Paper [11] proposes an approach involving three additional self-attention modules. As a result,
significant bytes in the data fragment and contextual information from contiguous sectors are taken into
account. The accuracy of file fragment identification is better in 4 out of 6 scenarios when compared to the
Govdocs1 dataset [13] and in 5 out of 6 scenarios for the DFRWS2006 dataset [14].

Therefore, the efficiency of artificial intelligence models and algorithms for classifying binary data
by file type depends on many aspects, such as the type and architecture of the classifier, the type and method
of feature selection, training datasets, and the type and method of file space dividing into classes. Most models
and algorithms need to improve their effectiveness. In addition, there are high error rates when recognizing
out-of-distribution data and testing approaches on other datasets.

The purpose and tasks of research

The object of the study is the process of classifying file fragments as an essential stage of file carving.

The subject of the study is models and methods of information technology for identifying binary data
blocks.

The goal of the study is to improve the efficiency of models for classifying binary data blocks and
overcome the problem of identifying fragments of non-target file types.

To achieve this goal, we need to solve the following tasks:

- select a model for identifying binary data blocks;

- propose changes to the architecture of the selected model to improve its efficiency and effectiveness
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in identifying fragments of target and non-target file types;

- conduct experiments and analyze the results.

Classification of file fragments as part of the process of carving highly fragmented files

The most difficult cases are recovering highly fragmented files with three or more fragments [2],
[3],[15]. The reason for this is that middle data blocks usually don't have well-defined markers, such as the
header and footer signatures. This task can become even more difficult if the fragments of the target files are
out of order. In this case, detecting and identifying the middle fragments in the file to which they belong is
difficult. The first stage of file carving - identifying binary data blocks - requires finding all available fragments
of such files. After that, the detected file fragments should be organized in the correct order, i.e., the file and/or
part of its contents should be reconstructed.

Thus, identifying binary data blocks is actually part of an intelligent system for carving highly
fragmented files. In general, such a system can be visualized in the form of diagrams shown in Figs. 1, 2. The
above figures show a generalized and detailed functional model of the carving process for highly fragmented
files, where input and output data, control information, and mechanisms involved are indicated. Implementing
this system requires using a set of tools and methods to create models and methods for data analysis and
processing.

Models of file fragment identification
Algorithms for analyzing file systems and their metadata

File configuration processing algorithms
Compressed data decompression algorithms

Methods for searching for fragments by internal structure
Methods for improving existing models

Methods for reconstructing files

Data verification methods

‘V?VV

Unstructured data Carving highly Recovered files

fragmented files

Machine learning libraries

Libraries for working with arrays

Libraries for working with compressed data
Libraries for working with the system environment
Libraries for working with XML data

Libraries for high-level file operations

Libraries for processing text data

Fig. 1 Generalized functional model of the carving process for highly fragmented files
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binary data blacks by file
type

Al

Machine learning

libraries

Libraries for working with
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Data verification
methods

The process of
reconstructing files

Classified data blocks
>

Libraries for working
with compressed data
Libraries for working
with XML data
Libraries for processing text
data

Recovered files and/or
their contents

Fig. 2 Detailed functional model of the carving process of highly fragmented files

Criteria for evaluating the classification of binary data blocks
In general, the problem of identifying file fragments is to find a function f that classifies n-byte data

blocks B by file type labels T [9]:
f:B->T (D
where B € Zls5;

T ;€ {PDF,DOCX, ...,PNG}
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Zyss = [0, ...,255];
n is the size of the data block.

The alphabet of classes T has a power K, where the value of K depends on the number of target file
types. Z,s;s is the alphabet of all possible byte values in the data block B. This alphabet consists of values from
0 to 255 and has a power of 256. The value of the data block size n is usually equal to the standard sector and
cluster sizes for many file systems - 512 or 4096 bytes.

To evaluate the effectiveness of the classification process, we used the criteria of accuracy, precision,
recall, and F-measure. To do this, the number of correctly classified (true positive or TP), incorrectly classified
(false positive or FP), correctly rejected (false positive or FP), and unclassified (false negative or FN) file
fragments were counted [10], [16].

The accuracy was defined as follows [10]:

| TP+ TN 5
T =
CoUracy = TP Y TN + FP + FN

The precision was calculated using the following formula [16]:

Precision = TP 3)
recision = TP+ FP
The recall was calculated as follows [16]:
Recall = —F 4)
et = TP FN
The F-measure was used to determine the overall performance [16]:
1
F — measure = m (5)
P R

where P is precision,
R —recall,
o is a numerical value from 0 to 1 to determine precision and recall weights.
The architecture of a neural network model for classifying file fragments

In order to overcome the problem of detecting fragments of non-target files when identifying binary
data blocks, the paper proposes to improve existing models described in [9]. For this purpose, it is proposed to
introduce a regularization classification head into the neural network [17], [18]. The improved model has two
classifier heads and uses the concept of class prototypes in a discrete feature space [17], [18]. Its first head is
responsible for the standard classification among target file fragments and determines the fragments belonging
to target file types to a particular class. Instead, the second chapter is designed to ensure the building of class
containers and effectively determine whether a fragment belongs to a particular class.

As a basis, binary data block identification models with an automatic feature extractor [9] were used
to classify 512-byte file fragments categorized into classes 5, 11, and 25. The inputs to the models were data
blocks as a sequence of bytes. The baseline models have the following sequence of layers: Embedding, 1D-
CNN, MaxPoolinglD, 1D-CNN, MaxPooling1D, GlobalAveragePoolinglD, Dropout, Dense, Dense. The
Prototype layer is added to the baseline models as the second output head (Fig. 3). The values of some model
hyperparameters, such as output dim, kernel size, pool size, and nodes, differed depending on the chosen
classification scenario. In Fig. 3, these values are shown in curly brackets for the cases of identifying file
fragments divided into 5, 11, and 25 classes, respectively.

| J
!

Embedding layer
wnput_dim=256, output_dim={48;48;64}, input_length=512

ID-CNN layer
(filters=128, kemel_size={19;11:27})
1
MaxPooling 1D laver
(pool_size={4:4:2})

i

ID-CNN laver

(filters=128, kemel_size={19:11:27}) ]

—

i

MaxPooling1D layer
(pool_size={4:4;2})

!

GlobalAveragePooling 1D layer

1

Dropout layer
(rate=01)

!
Dense layer
[ (nodes={256,64:64}) J
i !
Prototype layer Dense layer
[ (nodes={5;11;25}) ] [ (nodes={5;11;25}) ]
Fig. 3 Architecture of the proposed two-head classification models
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The proposed model determines the membership of a binary data block B to the container of the k-th

class as follows [18]:
1 dist(z, zy) 6
te(2) = N -1, (6)
where  z is the binarized feature representation of B,
Z), — K-class prototype,
N is the dimension of the feature representation,
1, € (0; 1) is the scale coefficient for a k-class container,
dist(-) is the Squared Euclidean distance.

The learning process is similar to standard classification methods. However, this process differs in
that the cross-entropy function is used. This allows to minimize the difference between the probability
distributions of model predictions and true class labels. The difference between the one-hot coded class label
y and the normalized value of the membership function p is calculated using the following formula [18]:

loss_prototype = CE(Softmax(u),y) @)
where pis the normalized value of the membership function,
Softmax(u) is the function for converting p values into probabilities for each class.
CE is the cross-entropy function.

A discretization error penalty is applied to reduce the negative impact of noisy and less important data

and focus the classification model on the most relevant features [18]. This penalty can be calculated as follows:
Lp =z"(e —2) (8)

where  z is the vector of model outputs,
e is a unit vector with a dimension equal to the number of classes, each element of which

equals 1.

Experiments

The study included a number of experiments using the FFT-75 dataset [12]. The experiments involved
training of models with the architectures shown in Fig. 3. Three scenarios were considered [9], which differed
in the way the file space was divided into classes.

In Scenario 1, the array of file fragments is divided into 5 classes: JPEG files; RAW images (3FR,
NEF, etc.); video files (AVI, MKV, etc.); other graphic files (TIFF, HEIC, BMP, GIF, and PNG); other file
types.

Scenario 2 included 11 classes of files: graphic files (JPEG, TIFF, HEIC, BMP, GIF, and PNG); RAW
images (3FR, NEF, etc.); vector files (Al, EPS, and PSD); video files (AVI, MKV, etc.); archive files (RAR,
ZIP, etc.); executable files (EXE, MACH-O, ELF, and DLL); office files (DOC, DOCX, KEY, PPT, PPTX,
XLS, and XLSX); published files (DJVU, PDF, MOBI, and EPUB); human-readable files (RTF, TXT, CSV,
LOG, etc.); audio files (M4A, MP3, etc.); other file types (PCAP, TTF, DWG, and SQLITE).

In scenario 3, the files were divided into 25 classes: six classes of graphic files (JPG, TIFF, HEIC,
BMP, GIF, and PNG); eleven classes of RAW images (ARW, CR2, DNG, GPR, NEF, NRW, ORF, PEF, RAF,
RW2, and 3FR); seven classes of video files (MOV, MP4, 3GP, AVI, MKV, OGV, and WEBM); one class
that contains all other files.

Each model was trained for 120 epochs. The accuracy reached a plateau in all three scenarios after
approximately 100-105 training epochs. The graphs illustrating the variations in the accuracy of binary data
block identification and classification of target and non-target file fragments depending on the number of
epochs on the test set for each head are shown in Fig. 4 and 5. The average accuracy of the binary data block
classification for the proposed models were 92.1%, 79.9%, and 91.0% for scenarios 1, 2, and 3, respectively.
At the same time, the macro-average values of F1 measures were 91.9%, 80%, and 91.0%, respectively.

Figs. 6 and 7 show the confusion matrices that demonstrate the results of applying the proposed
models for the standard classification of binary data blocks in scenarios 1, 2, and 3, respectively. The horizontal
scale is accountable for the predicted labels, and the vertical scale is accountable for the true labels.

—=— 5 CLASSES (IDENTIFICATION) 0.80 4 = 11 CLASSES (IDENTIFICATION)
091 — 5 CLASSES (PROTOTYPES) —— 11 CLASSES (PROTOTYPES)

0751

07

VALIDATION ACCURACY
VALIDATION ACCURACY
@

2

0 20 0 60 80 100 120 0 20 “© 60 80 100 120
EPOCHS EPOCHS

Fig. 4 Graph of the identification accuracy and the classification of target and non-target file fragments versus the number of
training epochs ((a) Scenario 1 and (b) Scenario 2)

Herald of Khmelnytskyi national university, Issue 3, part 2, 2025 (353) 17



Technical sciences ISSN 2307-5732

—— 25 CLASSES (IDENTIFICATION)
—— 25 CLASSES (PROTOTYPES)
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Fig. 5 Graph of the identification accuracy and the classification of target and non-target file fragments versus the number of
training epochs (Scenario 3)
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To evaluate the results of classifying target and non-target file fragments, a number of metrics were
calculated based on the training data, as shown in Table 1.

Table 1
Evaluation of the model in terms of classification of fragments of target and non-target files
Parameter Scenario 1 Scenario 2 Scenario 3
Maximum radiuses for each class [17, 15,22, 15, 12 [27, 23, 24, 20, 22, 24, 27,
on regularization classification hea , , 92, , 25,27, 24,27, 20, 17,
( gularization classification head) | [101, 103, 92 21’19’12’39’12’ 26, 25,27,24,27,20,17
87, 87] ’ ’223 > 20,22, 20,21, 21, 20, 17,
21,21, 18, 24]
Optimized radii for each class [9.10, 13,8, 11 [20, 16, 18, 18, 15, 16, 15,
(on regularization classification head) | [67, 66, 49, 52, 12’ 11’ ll’ 2;3 4’ 19,17, 19, 16, 18, 13, 15,
38] ’ ’14]’ > 16, 14,14, 18,17, 13, 14,
15, 14,12, 20]
Efficiency criterion . . ~ 1[0,46; 0,88; 0,54; 0,04; 0,87;
[0,96; 0,98; [()O’jg-’ 3’335.’8’5()9.’ 0,60; 0,84; 0,53; 0,75; 0,91;
0,97; 0,96; 0’49f 0’33f 0’97f 0,87; 0.92; 0.73; 0.06; 0.82;
0,96] ’ 0 ’55’. 0 ,67] > 1 0.69; 0.57;0.21; 0.14; 0.60;
T 0.27; 0.62; 0.41,0.48; 0.11]
Minimum distance between classes 37 12 17
(on regularization classification head)
Maximum distance between classes
(on regularization classification head) 174 >4 44
Average distance between classes
(on regularization classification head) 120,6 26,5 30,6
Macro-aver?ng:acllsziue of the F1 91.78% 59.97% $2.94%
Micro-average V;l;le of the measure 91.78% 64.21% 82.77%
Discussion

The results demonstrate the suitability of the proposed models for classifying file fragments. Table 2
shows the average accuracy of the binary data block classification for the baseline [9], models described in
papers [10] and [11], and the proposed models.

Table 2
Average accuracy comparison on test sets
Accuracy Accuracy Accuracy Accuracy
Number of classes (baseline models) [10] [11] (proposed models)
5 90,2% 87,3% 93,6% 92,1%
11 78,9% 75,8% 90,4% 79,9%
25 87,9% 80,8% 93,5% 91,0%

The analysis of the results in Table 2 confirms the greater efficiency of the proposed models in
identifying binary data blocks in all three scenarios compared to the baseline models and models examined in
the research [10]. The average accuracy values were 92.1%, 79.9%, and 91.0% and were 1.9%, 1%, and 3.1%
higher compared to the cases when the baseline models were used [9]. This is achieved by regularizing the
feature space with an additional classification head. This makes the model more robust. Instead, the proposed
models showed slightly worse results for scenarios 1 and 3 compared to the models of [11] — by 1,5% and
2,5%, respectively. Although the proposed models did not outperform the results of [11], it can be assumed
that the use of the proposed approach to the models of [11] may also have a positive impact on their
effectiveness.

The classification results presented in Figures 6 and 7 show some aspects that can be focused on to
improve the efficiency of the proposed models. As shown in Figure 6a and Table 1, in Scenario 1, the accuracy
rates for various classes range from 89% to 96%. In general, Figs. 6 and 7 illustrate that these models are all
quite capable of classifying RAW images, graphics, and video files. Worse results (72% to 80%) were obtained
only in Scenario 3 for such file types as HEIC, AVI, MOV, MP4, and WEBM. However, as can be seen from
Fig. 7,22% of HEIC file fragments, 20% of AVI file fragments, 22% of MOV file fragments, 22% of MP4 file
fragments, and 16% of WEBM file fragments are incorrectly identified as parts of other files within the same
group. That is, the classes that include fragments of HEIC, AVI, MOV, MP4, and WEBM files are similar.

As for Scenario 2, the classes of the archive, video, office, graphic, and published document files have
accuracy values of 58% to 77% (Fig. 6b). Just like in the case of HEIC, AVI, MOV, MP4, WEBM files, the
reason for this can be explained by the similar structure of file types in these classes and the presence of third-
party file types in compound files such as DOCX, DOC, PDF, PPT, PPTX, etc.
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Prototype classes were built for each scenario to evaluate the proposed model's effectiveness in
identifying fragments of target and non-target file types. Scenario 1's prototype length was 256 elements, for
scenarios 2 and 3 — 64. As can be seen from Tables 2, 3, and 4, the smallest, largest, and average distances
between any pair of prototypes were 87, 174, and 120.6 (Scenario 1), 12, 54, and 26.5 (Scenario 2), and 17,
44, and 30.6 (Scenario 3). If the prototype classes were reduced to a single dimension of 64 elements, then
Scenario 1 would have the following indicators of the smallest, largest, and average distances: 21.75, 43.5, and
30.15, respectively. These results indicate the presence of similar classes in scenario 2. This also correlates
with the calculated F1 measure and the results of the standard classification.

As can be seen from Table 1, the efficiency measures for Scenario 1 have values between 96% and
98%. This also correlates with the values from Fig. 6a and indicates a good classification ability. As can be
seen from Table 1, in Scenario 2, the performance values for graphic, archive, and published files are 25%,
3%, and 33%. Thus, this model has problems with these file types. Similar conclusions can be drawn about
HEIC, MOV, MP4, AVI, DNG files, and the class that includes all other file types in Scenario 3 (Table 1).
These results also correlate with the data in Figs. 6 and 7. Similarly to standard classification, the models
demonstrate better results in Scenarios 1 and 3. In fact, the efficiency metrics vary depending on the way and
quality of the file space dividing into classes.

Thus, the proposed models show better overall performance compared to the baseline ones. In
addition, such models can detect file fragments that do not belong to any defined classes.

Conclusions from this study and prospects for further research in this direction

This paper presents an improved model for classifying binary data blocks for file carving tasks in
order to increase its efficiency and ability to work on out-of-distribution data. The proposed improvement was
implemented by introducing a of a regularization classification head into the neural network responsible for
building class containers and employing the principle of error-correcting coding. In fact, introducing an
additional head at the model output allows for the regularization of the feature space to increase robustness.

It was experimentally confirmed that the proposed models with a two-head classifier are able to
identify binary data blocks with better performance compared to the baseline models. Thus, the average
classification accuracy rates were 79.9%, 91.0%, and 92.1% in different scenarios. These values were higher
by 1.9%, 1.0%, and 3.1%, respectively, compared to the baseline models. Overall, the classification accuracy
of various file types was 88% to 98%, 53% to 100%, and 72% to 100% for scenarios 1, 2, and 3, respectively.

At the same time, the proposed models can detect fragments of non-target file types, taking into
account the container boundaries. The experiments obtained the following values of macro- and micro-
averaged indicators of the F1 measure for scenarios 1, 2, and 3, respectively: 91.78% and 91.78%; 59.97% and
64.21%; 82.94% and 82.77%. In general, the created file prototypes vary from one another. However, in
scenarios 2 and 3, there are more similar classes.

Future research will focus on creating a fully functional system for carving highly fragmented files.
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