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JOCIIKEHHSA PI3BHUX METOJAIB BUBOPY IIOPOI'Y
JJISA DCT-SSA ®LJIBTPY

Paoap i3 cunmemuunoro anepmyporo (SAR) eukopucmogyiomvca O0ns  CMEOPEHHA 300padceHv,  AKi
3aCmMOCO8YIOMbCsL OIS PI3HUX NPAKMUYHUX Yilell, 610 AHANI3Y IPYHMY i POCIUHHOZ0 NOKPUBY 00 NOULYKY 6EIUKUX CKYNYEHb
HE3aKOHHO CcKuHymozo cmimmsi. IIpobrema @ 06pobyi maxux 306pajdcenv Nojiseae 6 momy, wo OmpuMAani 300padiceHHs
CHOMBOPIOIOMbCSL CNEKIIOM - UWYMOROOIOHUM eqheKmom Mmynbmuniikamueroi npupoou. Kpim moeo, cnexn 3azeuyail mae
He2ayciecbKull po3noodill i € Npocmoposo Kopenboeanum. /[na nokpawenua axocmi SAR-306pasicens 6yn0 pospobueno
b6azamo ¢hinbmpis, Ki 6pAxX08YIOMb HE2ayCI6CHKULL PO3NOJIN I 000pe NPUSHIUYIOMb CNEeKI, HANPUKIAO, (IIbmpu HA OCHOBE
Juckpemno2o xocurycnozo nepemeopents (DCT) abo BM3D-ghinompu. 3azanenoro npobaemoro Ginvuiocmi @itompis
3aIUWAEMBCA Me, WO 60HU CHOMEOPIIomb OpiOHI Oemani, Kpai 8eauxux o00'ekmig i mexcmypu, wo npusgooums 00
Hebadicanozo egpexmy posmummsi. 'V yiil cmammi nepesipsicmocs NPUNYujeHHsl, wjo, 3MIHIOIYU MUn nopo2y ma Memoo 1Ho2o
obuucnenHs 01 ONOKI8 300padiCeHHs, MOMCHA O00CAZMU Kpaujoeo 30epedceHHs MOuKo8ux o0'ckmie ma iHuwux
ingpopmamuenux osnak. Ilpeocmaegneno pe3ynomamu OOCHIONCEHHsI 3 BUKOPUCMAHHIM BUIHAYEHHSl IOKAILHO20 NOPO2Y 3
0OUUCTIEHHAM CEPEOHbO20, MeOJIaHU A MIHIMANbHOI [HMEPKEAHMUNLHOT 8I0CMAHI OJIsl HCOPCMKO20 MA KOMOIHOBAHO20
nopoeis. 3a ochogy obpano ¢inemp DCT-SSA, ocxineku DCT mae 006pi dexopensayitini éracmugocmi, a cam Qinbmp
HEOOHOPA3080 OEeMOHCMPYBAG O0OCUMb BUCOKY eQeKmusHicmos NPUOYWeHHs Cneki-cnekmpie. Sk mempuku sxocmi
suxopucmano PSNR, PSNR-HVS-M ma HaarPSI, 0e ocmanns enepuie 3acmocogana 015 OYiHKu epekmusHocmi inompayii
SAR-306pascens. [ani, ompumani 6 ybomy 00CIiOHCeHHI, 8KA3YIOMb HA Me, Wo 3anPONOHO8aAH] MOOUPIKayii npuseooams
00 Kpaujo2o 36epedcents ACKpagux Mo4OK HA 300PAdCEHHi | MOJCymb Oymu 6UKOPUCMAHI Ol NOKPAWEHHS SKOCHI
306pasicenns na euxodi JJKII-¢ginompa.

Knrouosi cnosa: Paoap i3 cunmemuunoro anepmyporo (SAR), mempuxu axocmi, PSNR-HVS-M, HaarPSI, JKII-
Ginompu.
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INVESTIGATION OF DIFFERENT METHODS OF THRESHOLD SELECTION
FOR DCT-SSA FILTER

Synthetic aperture radars (SARs) are used to acquire images that are employed for a variety of practical applications, from
analyzing soil and vegetation cover to searching for large accumulations of illegally dumped debris. The problem of processing such images
is that the obtained images are spoiled by speckle - a noise-like effect with multiplicative nature. Also, speckle has a non-Gaussian
distribution and is spatially correlated. To address this problem, many filters have been developed that take into account the non-Gaussianity
of the distribution and also provide acceptable speckle suppression. Discrete Cosine Transform (DCT) based filters or BM3D filters are
examples of such filters. A common problem with most filters remains that they distort low-size details, edges of large-size objects and
textures, resulting in an undesirable blurring effect. This paper tests the assumption that by changing the type of threshold and the method
of its calculation for image blocks, it is possible to achieve improved preservation of point-like objects and other informative features. The
results of a study using determination of the local threshold with calculation of mean, median and minimum interquantile distance for hard
and combined thresholds are presented. The DCT-SSA filter is chosen as the basis, since DCT has good decorrelation properties, and the
filter itself has repeatedly demonstrated quite high speckle suppression efficiency. PSNR, PSNR-HVS-M and HaarPSI are used as quality
metrics, where the latter one is first applied to evaluate the efficiency of SAR image filtering. The data obtained in this study indicates that
the proposed modifications result in better preservation of bright points in the image and can be used to improve the image quality of the
DCT filter output.

Key words: Synthetic aperture radar (SAR), quality metrics, PSNR-HVS-M, HaarPSI, DCT-based filters.

Problem statement

SAR is a technology that uses active sensors to acquire high-resolution images of the Earth's surface by
irradiating waves and processing the backscattered signal to form an image [1]. The main advantage of SAR
sensors is their ability to acquire data regardless of the time of day or weather [2]. One of the main drawbacks
of SAR technology is speckle [3, 4], a noise-like phenomenon present in all types of these images, which limits
the measurement accuracy and the reliability of extracting useful information from SAR images. The need for
effective speckle suppression in SAR images is mentioned in many papers [5, 6]. Many different filters belonging
to different groups have been developed to solve this problem: from those using sliding window [7] to filters
based on orthogonal transforms [8] and modern non-local approaches [9-11]. Various quality metrics are used
to evaluate their performance [12-15]. The filtering performance tends to improve as shown by various
quantitative metrics, improvements in image detail preservation and speckle suppression are demonstrated.
Despite the progress that has been made in the development of new speckle suppression techniques, the selection
of filter parameters that strike a balance between speckle suppression and preservation of object boundaries and
fine details remains a challenge. The use of most current methods results in smoothing of the image in
heterogeneous regions, which may lead to loss of information critical for further image processing. In order to
fully utilize the potential of existing methods, it is necessary to provide better preservation of bright points (fine
details), which is consistent with the visual quality requirements of the images. One of quite effective methods
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of speckle noise suppression is the DCT-SSA filter, which uses DCT in fixed-size blocks [16]. This filter can
account for the spatial correlated nature of speckle as well as its multiplicative nature. One of the parameters of
this filter is B, which is used to calculate the local value of the hard threshold in blocks, where the recommended
(compromise) value is f=2.7. Increasing  can improve speckle suppression but causes to lose fine details in the
image. Because of this, we can observe either a slight improvement of peak signal-to-noise ratio (PSNR) or its
deterioration at the filter output. The improvement or degradation depends on the amount of fine detail in the
image. In particular, it is shown in [17] that as the texture content of the image processed by the DCT-SSA filter
increases, the output image quality decreases. Having analyzed the performance of this filter, we can suggest
that changing the methodology for calculating the threshold value for an image block can help to achieve a better
compromise between the preservation of edges, small-sized objects and textures and the degree of noise
suppression.
Analysis of recent sources

One of the most common filters is the Lee filter [19]. The filter uses the principle of minimizing the
MSE criterion for noise removal and relies on the assumption that the speckle present in the image has spatially
invariant properties. This assumption may not be valid for images of rapidly changing areas and neighborhoods
of bright points, resulting in loss of information due to blurring the object edges. The disadvantages of the
classical Kuan filter [20] are similar. Another variant of speckle suppression, often implemented in software
packages, is the Boxcar filter [21]. The filter is characterized by simplicity and high performance, but it tends to
blur edges and fine details of the image, especially when using large windows, which limits its effectiveness in
areas with high concentration of textures. For better speckle filtering, the SRAD [22] (Speckle reducing
anisotropic diffusion) filter was developed, which can be considered an edge-sensitive version of classical
speckle filters. This filter outperforms adaptive filtering methods developed with additive models in mind, but it
also blurs the edges and small-sized objects. Because the speckle suppression operations for filters that are based
on orthogonal image transformations are performed in the spectral domain, they can be more effective for speckle
suppression. And after the transformations, the image can be easily, using fast algorithms, transformed back into
the spatial domain again. The use of such filters allows providing better suppression of spatially correlated noise
and preservation of fine image details. An example of such filters can be filters based on wavelet transforms,
such as the Bilateral filter proposed in [23]. Also examples of such filters are the standard DCTF [24] and BM3D
[25] filters, which use a hard threshold independent of frequency. These filters have proven to be among the best
filters when dealing with additive white Gaussian noise, but when dealing with spatially correlated noise, such
as speckle, their performance drops significantly. Another option for dealing with speckle in an image may be
to combine classical methods with some new technique, such as the method proposed in [26]. The essence of the
method consists in removing object edges before processing and adding them afterwards. The method has shown
good results when working with the Lee filter, SRAD filter and filter based on wavelet transformations. However,
only ultrasound images are considered in the work [26].

Many filters cannot be directly adapted to suppress spatially correlated noise, which may limit their use.
Therefore, we consider below the DCT-based filters [18], which can be easily adapted to both the multiplicative
nature and spatial correlation of speckle. In [17], the properties of spatially correlated noise in images acquired
from Sentinel-2A and TerraSAR-X satellites were analyzed. Homogeneous areas, which presumably contain
mainly noise, were identified in the images and their spectrum in the DCP domain was obtained. Using the data
obtained in the course of the analysis on the degree of noise correlation in real images, in [17, 19] a method of
generating this noise for test images and the noise correlation index 6 were proposed. With the parameter og <
0.5, the noise can be assumed to be pure white, when the parameter is in the interval 0.8 < o < 1, the noise can
be considered to be weakly correlated, when the parameter is in the interval 1 < og < 1.5 it is possible to consider
that the noise is moderately correlated and at oG > 1.5 the noise can be considered highly correlated. Modern
methods for suppression of additive white Gaussian noise (AWGN) and spatially correlated noise with weak
correlation were applied to the generated noise in [17]. As a result, it was found that the use of such filters is
appropriate only for either images with a moderate degree of spatial correlation or for images with simple
structure. A better filter was proposed in [16] based on DCT with adaptation to spatially correlated noise (SSA).
The essence of the modification is to use a hard threshold value, which for each block is calculated by the
following formula

T(n,m,k,1) = Ba,I(n,m)yW(k,1) (1)
where B is the parameter controlling the filter properties, it is usually equal to 2,7; I(n, m) denotes the local mean
for the image block with the upper left corner in the pixel with indices n, m; aﬁ is the relative variance of
multiplicative noise (speckle); W (k,l) denotes the normalized power DCT spectrum for the kl-th spatial
frequency (further we assume that the 8x8 sliding block is used). Using a hard threshold means that if
ID(n,m, k, )| = T(n,m,k,1), then the value of D(n,m,k,[) remains unchanged, otherwise D(n,m, k,l) = 0. In
the further modeling, we will be guided by the speckle characteristics typical for SAR images generated by the
Sentinel-1 satellite system. As a basis, we will use the DCT-SSA filter based on formula (1) and its modifications.

Presentation of basic material
Let us consider the basic principle of operation of the DCT-filter. To use this filter (see (1)), one needs
to know or estimate W(k,l) a priori. Usually, to obtain such estimates, one selects large homogeneous areas,
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which can be done either by an experienced operator or by one and specially developed algorithms. The selection
of such areas is necessary because they contain pure noise without useful information, so that the DCT spectrum
can be estimated and normalized. An example is shown in Figure 1. As can be seen from Figure 1 b), the spatially
correlated noise in the spectral domain of the DCT is concentrated in the low spatial frequency region.

Original noisy image

Normalized block-wise noise spectrum of image #1 - vv

(a) (b)
Fig.1 Obtaining noise parameters: a) - SAR image distorted by spatially correlated noise with selected homogeneous area marked
by red square; b) - normalized noise spectrum

Filtering is performed in four stages. At the first one, two-dimensional DCT is performed in each block,
at the second - threshold processing is applied, for example, according to (1), at the third - inverse DCT with
obtaining filtered values for each pixel of the block is carried out, at the fourth - aggregation of filtered values
for each pixel is performed, if block overlapping is used. In the following, a variant of processing using 8x8 pixel
blocks with full block overlap is considered. As can be seen from (1), the thresholds are proportional to I(n, m).
In this regard, the presence of bright points in the block that have a positive contrast compared to their
surrounding background leads to I(n, m) to be larger than most image values belonging to the background. This
can lead to the problem of preserving bright points and small objects of 5-15 pixels in size. A similar problem
occurs for blocks capturing contrast edges, leading to their over-smoothing. Our proposed modifications are
based on the assumption that the choice of local mean I(n,m) to calculate the thresholds (formula (1)) for an
image block may not be the best solution and it is potentially possible to obtain a better result by replacing the
local mean with another local estimate of the background level. The modification we propose is to use the
minimum interquantile distance, which is a good estimate of the mode of the distribution of values in the block.
The principle of its calculation is as follows: form the sample y(s), s=1,...,64, of the pixel values belonging to a
given block; sort them in ascending order and get order statistics y(, y®, ..., y©¥. Calculate differences of
ordinal statistics Ay =y — y(D Ay = y@H) _y@ | Agy, =y — y49 where q is the estimation parameter,
equal to 32 in this case. Then find the smallest value A. For order statistics corresponding to this A, find the
average value of Igr(n,m) for the block with upper left corner in the pixel with indices n, m. As a result, the
threshold values are calculated as follows:

T(n,m, k1) = Bo,lqr(n,m){|W(k,1). 2

Additionally, we also check the possibility of replacing the local mean by the sample median y(s),
s=1,...,64 to calculate the threshold value:

T(n,m, k,1) = Bo,M(n,m)\/W(k,1) (3)

where M(n,m) is the median for the image block with the upper left corner in pixel with indices 7, m.

The quality metrics chosen are the traditional PSNR at the filter output and two metrics that take human
vision system (HVS) into account and characterize the loss (or preservation) of fine details in the image: the
PSNR-HVS-M [27] and the recently proposed HaarPSI metric [28], which is based on visual attention maps.
The first metric is a modification of the metric PSNR-HVS that accounts for the contrast sensitivity function.
The second metric works on the principle of image similarity. Its main idea is to evaluate the similarity between
two images by taking into account the human point of view. For PSNR and PSNR-HVS-M metrics, the larger
the output value, the higher the filtering quality (both metrics are expressed in dB). HaarPSI values vary from -
1 (images are not similar) to +1 (images are identical). As the test image, we use the image in Fig. 3,a, to which
we added speckle noise with the same statistical ( g7 = 0,05) and spatial spectral (Fig. 1,b) characteristics as for
the SAR images of the Sentinel-1 system. Since different values of  may be optimal for different methods of
estimating the mean in blocks and different image content, we calculate the values of metrics for the range of
their values from 2 to 4.2. The results are presented in Fig. 2.

As we can see, for each of the variants, the maximum quality is observed at different values of . At the
same time, according to the PSNR metric, the result for the calculation using the median (3) is better than for the
other two variants.
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Fig.2 - Plots of dependence of PSNR and PSNR-HVS-M (a) and HaarPSI (b) on p for the image in Fig. 3,a

The analysis of HaarPSI metric shows the following. Optimal values of 3 are also observed for it, while
for the initial variant (1) Bope = 3.4, for the modification using the median Bop = 3.8, and for the variant (2), the

maximum is observed for p = 4.2. For the PSNR-HVS-M metric, the maximum quality is achieved at Bff;gg*;ﬁd

= 2.7 for the original variant (1), for the modification using the median (3), Bompet‘ilrifl‘; = 3.2, and for the
QR _

optimal —
achieve the best quality using the median (3). Let us look at the images that correspond to the best quantitative
performance for each filter variant according to the PSNR-HV'S and HaarPSI metrics (Figures 3 and 4).

modification using the minimum interquantile distance (2) at 8 3.7. The metric analysis shows that we

Fig. 3 Optimal images according to the PSNR-HVS-M metric: (a) - original image; (b) - original filter variant at the f,;,at';,‘:;;',“ =2.7;

¢) — A modification that uses the median at [3{,';,3{?,‘,‘,‘; = 3.2; d) — modification using the interquantile distance for B:)%I:imal =3.7

Fig. 4 Optimal images according to the HaarPSI metric: a) - original image; b) - original filter variant at f,‘l;’t‘i‘,‘,‘,‘;’ld =34;¢c)-A

modification that uses the median at B{,“pet‘ii,'ﬁ‘; = 3.8; d) — modification using the interquantile distance for [i:,%‘:imal =42
It is visually noticeable that in images with higher p the edges of objects appear more blurred, but we
cannot say exactly what happens in bright points neighborhoods. For this purpose, let us perform an additional
analysis by adding a simulated bright point - a cross consisting of 5 pixels - to the lower right corner and see how

the bright point looks like at optimal B values for different filter variants.
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a) b) ) d)
Fig. 5 Bright point at optimal B according to the PSNR-HVS-M metric: a) - original image; b) - original filter variant at B;;ﬂg;;};’,d =

2.7; ¢) — modification (3) at pmedian— 3. q) _ modification (2) at p'& =32

optimal optimal

a) b) o d)
Fig. 6 Bright point at optimal B according to the HaarPSI metric: a) - original image; b) - original filter variant at Bsotl;’t'i‘,‘:;'id =3.4;
¢) - modification (3) at BIedian = 3.8; d) — modification (2) at Byag,,, = 4.2
As can be seen from Fig. 5 and Fig. 6, as P increases, the neighborhood of the bright point becomes
blurred, which leads to the deterioration of the quality and coincides with the results in Fig. 2. Also in Fig. 5,c
and Fig. 6,c it is noticeable that modification (3) preserves the bright point better than the original filter variant

or modification (2). Now let us consider real images obtained with the Sentinel-1 system (Fi

{ e bt

O
&

b)
Fig.7 Noise-free test images

To these images, speckle noise with statistical (aﬂ2 = 0,05) and spectral characteristics, which coincide
with the noise characteristics of the Sentinel-1 system (Fig. 1,b) was added.

b)

Fig.8 Noisy variants of images in Figures 7 a) and 7 b)

462 Herald of Khmelnytskyi national university, Issue2, 2025 (349)



TexHivHi HaQyKu ISSN 2307-5732

Having filtered the image in Fig. 8,a with the original version of the filter, modification (2) and
modification (3), we obtained the following graphs of dependence of the metrics on the parameter f3.

33 0,74
32,5 0,73
32 0,72
5315 0,71
o 31 —=PSNR_MEAN _ 07
% —PSNR_MEDIAN o
30,5 3
—PSNR_IQR T 0,69 =HAAR_MEA!
E 30 ~PSNR_HVS M_MEA T g go —HAAR_MEDI
Z295 —PSNR_HVS_M_MEL ! —HAAR_IGR
&~ 2 ~PSNR_HVS_IQR 0,67
255 0,66
28 0,65
2 22242628 3 32343638 4 42 0,64
B 2 22242628 3 32343638 4 42
B
a) b)

Fig. 9 - Plots of dependences of metrics values on p for the image in Fig. 8,a
As can be seen, for each of the variants, in contrast to the synthetic image (Fig. 3, a), the optimal values
of B practically coincide. Thus, according to the PSNR-HVS-M metric, the optimal  for the original filter variant
and its modifications coincide and are equal to Bop: = 2.4. Analysis of the HaarPSI metric shows that Bo, = 2.4
for the original version of the filter and its modification using the median (3) for calculation, and for modification

2) Bl%l:imal =2.6. Based on the results, it can be seen that modification (2) allows preserving object boundaries

and fine details with greater suppression of spatially correlated noise due to the largest value of the Bop. Let us
consider the images at the output of the filter and its modifications at optimal values of B according to the PSNR-
HVS-M and HaarPSI (Fig. 10 and 11).

2) o b 9 d
Fig. 10 Optimal output images according to the PSNR-HVS-M metric for B, = 2.4: a) - original image; b) - filter without
modification; c) - filter with modification (3); d) - filter with modification (2)

Fig. 11 Optimal output images according to the HaarPSI metric: a) - original image; b) - filter without modification, gStandard —

optimal
2.4; ¢) - filter with modification (3), Byyinn — 2.4; d) - filter with modification (2), Bf,gfimal =2.6
When comparing the images at the filter output at different values of B (Fig. 11), we can see that at
higher values of B the noise in homogeneous areas becomes less noticeable, while small objects and edges are
not blurred. Let us perform speckle suppression for the second test image (Fig. 8,b).
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Fig.12 - Plots of metrics values on f for the image in Fig. 8,b

Similar to the results obtained for speckle noise suppression in Fig. 9.a, the maximum quality for the
PSNR-HVS-M is observed with the same value of B equal to Bop: = 2.4 for all considered filter variants. The
result of the HaarPSI metric (Fig. 8, b) is also similar to the result obtained for the previous image, Bop: = 2.3 is
the same for the original filter and modification (3), while for modification (2) the optimal value of the beta

parameter is slightly larger and is Bz%l;ma]

unmodified image quality at the output at the corresponding values of B. The results of image processing with
the corresponding Bop: are shown in Fig. 13.

= 2.4. The median filter in both cases gives a result close to the

a) b) ) d) e)
Fig. 13 Optimal output images according to the PSNR-HVS-M metric for Bo, = 2.3: a) - original image; b) - filter without
modification; c) - filter with modification (3); d) - filter with modification (2); e) filter with modification (2) for BIQR =24

optimal

Conclusions

The influence of the choice of statistical parameter for calculating the threshold value for the DCT-SSA
filter has been investigated experimentally. It is demonstrated that increasing of B causes blurring of the object
edges and bright points. For the synthetic image, the modification of the filter using the median to calculate the
thresholds has shown the best result, while the modification using the minimum interquantile distance shown the
worst result. However, when analyzing the results for the HaarPSI metric obtained when processing real images,
we found that the modification using the minimum interquantile distance allows obtaining a quality similar to
the original filter and the filter using the median at large values of . Based on the results obtained, we can
conclude that replacing the statistical parameter for calculating the threshold value of the DCT-SSA filter resulted
in a slight improvement in the image quality of the filter output. This proves the expediency of further search for
the optimal parameter for calculating the threshold value of the DCT-SSA filter.
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