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METHODS OF CLASSIFICATION OF MACHINE LEARNING FOR CONSTRUCTION
OF MATHEMATICAL MODELS ON MULTIMODAL DATA

This article is dedicated to topic modeling as an unsupervised machine learning technique. It is analyzed how it
seems possible to determine the topics of documents in order to categorize them further with the help of topic modeling
methods. Such methods as latent semantic analysis, probabilistic latent semantic analysis and latent Dirichlet allocation are
considered. An approach that allows the construction of effective topic models of text document collections in Ukrainian and
other synthetic languages based on peculiarities of this linguistic language type is proposed, and its main stages are
described. The proposed approach consists of a custom input data preprocessing pipeline, which covers file loading, text
extraction, removal of improper symbols, tokenization, removal of stop-words, stemming of each token and a newly
introduced model pruning stage, which makes any of the modern topic modeling methods applicable for synthetic language
topic modeling. The approach was implemented in Python programming language and used to obtain the topic model of the
collection of Ukrainian-language scientific publications on civic identity and related topics. An expert in political psychology,
who studies the phenomenon of civic identity, was involved in the research for the topic model quality evaluation. As a result
of expert evaluation of the topics singled out during the modeling, it was proposed to clarify the formulation of cluster names
based on the semantics of the sets of words that form them. In general, according to the expert, the topics singled out
represent the concept of the civic identity of an individual and will allow researchers to simplify the work with literature
sources on this issue when used to categorize documents. This demonstrates the efficiency of the proposed approach.

Keywords: topic modeling, natural language processing, text preprocessing, latent Dirichlet allocation, latent
semantic analysis, pachinko allocation, synthetic language.
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Harionansamii yHiBepcuteT “JIpBiBChKa TONITEXHIKA”

METOIU KJIACA®IKAIII MAIMTHHOT O HABYAHHA JIJI1 TIOBY10BA
MATEMATHYHHX MOJIEJIEA HA MYJIbTUMOJAJIBHAX JAHUX

Cmamms npuces4eHa MeMAMUYHOMY MOOENNBAHHIO SIK MEXHIYl MAWUHHO20 HABYAHHS 6e3 evumenas. AHaaizyemwucs
MOXHCAUBICMb BU3HAYEHHS MeM MeKcmogux 0OKyMeHmie Memoodamu memamuyHo20 Mo0ea08aHHS 3 Memoio ix nodaabuwoi kamezopusayii.
Poszasdarombesi maki memodu, sIK AAMEHMHO-CEMAHMUYHUL aHa.i3, UMOBIPHICHUU /aMeHMHO-CeMAHMUYHUll aHAAi3 ma JameHmHe
posmiujenHs [Jlipixae. 3anponoHo8aHo nioxio, aAKuill pobumbs MoxcAUBUM eheKmUBHY No6y00o8y memamuyHUx modesell KoaeKyill mekcmosux
doKyMeHmi8 yKpaiHCbKOI ma iHWUMu CUHMemu4yHUMU MO8AMU, 3CHOBAHULl HA 0CO6AUB0CMAX MO8 Yb020 AIH28ICMU4YHO20 muny, ma
onucaHo io2o 204108Hi emanu. Aemopcbkull nioxio noaszae y oco6.1u8oMy KoHeeepi nonepedHboi 06pobku 8xi0HUX JaHux, Wo OXONaKe
3aeaHmadiceHHs1 Paiinie, 8udo6y8aHHs1 mekcmy, suda/ieHHs 3ali8Ux CuMeois, mokeHisayilo, 8udA/IeHHSI CMON-CAi8, CMeMMiH2 KOJXCHO20
mokeHy, i HogoggedeHull eman npyHiHzy, WO pa3oM 00380.151€ 3acmocogysamu 6y0db-sKi cy4acHi Memodu memamu4Ho20 MOOeABAHHS 0151
Ko/eKyill dokymeHmie cuHmemuy4Humu moeamu. OnucaHull nioxio 6ye peasizoganuti mogorw Python i eukopucmauuil 051 no6ydosu
memamuyHoi Modeni Koekyii ykpaiHoMO8HUX HAYKOBUX Ny6AiKayill 3 npobieMamuku 2poMAadsiHCbKOI ideHmu4HOCMI ma CyMIHCHUX meM.
Excnepm 3 nosaimuuHoi ncuxosoeii, sikuil uguae geHomeH 2poMadsiHCbKoi i0eHmu4Hocmi, 6y8 3aayveHull do 0ocaidxHceHHs1 3 MmeMmoio
oYiHKU sikocmi modeai. Y pe3ysomami ekcnepmHoi oyiHku gudiseHux nid yac no6ydosu modeai mem 6y/a0 3anpONOHOBAHO YMOYHUMU
dopmy1108aHHs HA38 Kaacmepie Ha 0CHO8I ceMaHMUuKU Habopie c/ig, wo ix ymeopooms. 3a2aniom, Ha AYMKy ekcnepma, audiieHi memu
gidobpasicaroms NOHSIMMS  2pPOMAOSHCbKOI ideHmuyHocmi oco6ucmocmi ma do38049mb  JocAiOHUKaM cnpocmumu po6omy 3
AimepamypHumu dixcepenamu 3 Yb020 NUMAHHA npu kamezopusayii dokymenmis. lle cgiduumb npo egpekmusHicms 3anponoHOBAHO20
nioxody.

Katouosi cnosa: memamuyHe mMo0ent08aHHs, 06po6Ka NpUpoOHIX M08, nonepedHsi 06pobka mekcmy, AameHmHe po3MiujeHHs
Aipixsae, ramenmHo-cemaHmuyHuil aHani3, po3MiujeHHst Na4iHKo, CUHMemu4Ha Moed.

Introduction

The study's relevance lies in the fact that in the conditions of growing informatization of modern society,
knowledge is continuously produced in a single information space, which leads to a rapid increase in the amount of
data, mostly poorly structured or unstructured. This fact dramatically complicates its processing and usage. Also,
modern human faces problems related to duplication, inconsistency and distortion of information due to the absence
of an implemented verification mechanism and difficulties in categorization and systematization of data [1].

However, the main problem remains that computers cannot understand the information they operate, as
people understand it, distinguish what is primary and what is secondary, identify topics, ideas, and relevant
concepts. Thus, the efficiency and quality of the search leave much to be desired. To some extent, this problem can
be solved with the help of topic modeling as a means of building a model, which makes it possible to determine the
topics of documents for their further categorization. The topic model provides short descriptions of documents and
words that can be used to efficiently process extensive collections of documents while maintaining meaningful
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statistical relationships beneficial for basic tasks such as classification, novelty detection, generalization, and
similarity and relevance of judgment. The urgency of the problems of search and systematization of information in
the modern world led to the choice of topic modeling as the theme of this research.

The aim of the research is theoretical substantiation, development and empirical verification of the
approach to constructing effective topic models of a collection of text documents in Ukrainian and other synthetic
languages.

The object of the research is topic modeling as a way to build a model of a collection of text documents.

Obijectives of the study:

- theoretical analysis of literature sources on the issue of topic modeling;

- development of the approach for the construction of effective topic models for the Ukrainian and other
synthetic languages;

- software product development using the LDA method of topic modeling;

- construction of a topic model of the collection of Ukrainian-language scientific publications on the
issue of civic identity and related topics;

- assessment of the obtained model quality.

Literature review

Topic modeling belongs to unsupervised machine learning techniques. Its purpose is to create a model
based on a collection (corpus) of text documents, with which it is possible to determine what topic the particular
document belongs to and which words are associated with a particular topic.

Topic modeling can be considered a simultaneous clustering of documents and words on a single set of
clusters, called topics. In terms of cluster analysis, a topic is the result of bi-clustering, i.e., simultaneous clustering
of words and documents according to their semantic proximity. Fuzzy clustering is usually performed, so one
document can simultaneously belong to several topics to varying degrees. Thus, a concise semantic description of a
word or document is a probabilistic distribution on a set of topics. The process of finding these distributions is called
topic modeling [2; 3].

As a rule, the number of topics in documents is less than the number of its words. Therefore, hidden (latent)
variables in the form of topics allow representing the document as a vector in the space of encountered clusters instead
of words, and as a result, the document has fewer components, which allows faster and more efficient processing.
Thus, topic modeling is closely related to another class of problems known as dimensionality reduction [4].

In general, topic modeling makes it possible to get brief descriptions of the elements of the corpus, which
allow effective processing of extensive document collections while maintaining meaningful statistical relationships
that are useful for basic tasks such as classification, novelty detection, generalizations, as well as the similarity and
relevance of the judgment.

Because of this, topic models are used to identify trends in scientific publications or news streams, classify
and categorize image documents and video streams, retrieve information (including multilingual), tag web pages,
detect spam, etc. [3].

One of the main applications of topic models is information retrieval. Search engines represent documents
as word frequency vectors. The search of documents via short queries is implemented by finding the vectors in
which query words often meet. The topic model allows the exact mechanism to be used for searching documents of
similar subjects from the whole document or a long text fragment. In this case, the documents are represented as
vectors of frequencies of topics, not individual words. Topic frequency vectors can also contain terms, authors, years
of publication, institutes, conferences, journals, sites, etc., allowing to specify any object or a set of objects as a
query to find objects of the same or different type having similar thematics [5].

Topic models can be also used for automatic image annotation [6], propaganda identification [7], meeting
topic detection [8], topic-based evaluation for conversational bots [9], multi-grain SMS spam filtering [10], online
reputation monitoring [11], user profiling from drug reviews [12], intelligent interruption systems [13], exploring
molecular data sets [14], exploratory literature review for management research [15].

Materials and methods

Latent semantic analysis (LSA), described and patented in 1988 by S. Deerwester, S. Dumais, G. Furnas,
R. Harshman, T. Landauer, K. Lochbaum, L. Streeter, was one of the first methods of topic modeling. The main idea
of LSA is to divide the input term-document matrix into two separate matrices: document-topic and topic-term.
Also, it is assumed that:

1. There is a finite set of topics, and discrete distribution of topics generates the collection, terms (words)
and documents; terms and documents are explicit variables, and topics are hidden (i.e., latent).

2. The probability distribution of terms depends only on the topic, not on the document.

3. It is enough to know which terms occur in which documents to identify the subject, and neither the order
of terms in documents (the “bag of words” hypothesis) nor the order of documents in the collection (the “bag of
documents” hypothesis) is essential. In other words, it is assumed that the subject of the document can be
determined even after a random permutation of words in it, although for a human such text loses its meaning [16].

LSA was first used to automatically index texts, detect the semantic structure of the text, and retrieve
artificial, computer-generated documents. Also, this method was later used quite successfully to represent

26 Herald of Khmelnytskyi national university, Issue 2, 2022 (307)



TexHiuHi HayKu ISSN 2307-5732

knowledge bases and build cognitive models. However, the method of latent semantic analysis has a fundamental
drawback: its probabilistic model does not correspond to reality since one of the necessary conditions for using the
method is the normal distribution of words and documents, while in reality, the Poisson distribution is observed.
Therefore, latent semantic analysis cannot be considered a method suitable for building a reliable topic model of a
collection of text documents.

In 1999, Thomas Hofmann introduced the probabilistic latent semantic analysis (pLSA) method, which was
based on using the Expectation-Maximization algorithm, an iterative method for determining the degree of
similarity of parameters in probabilistic models depending on number of hidden variables. In comparison with the
standard latent semantic analysis, which originates from linear algebra and aims to reduce the dimensionality of the
input data, usually by singular value decomposition (SVD), the probabilistic latent semantic analysis is based on a
mixed decomposition based on the model of hidden classes. This makes the pLSA method much better than LSA in
the context of topic modeling of a text document collection. However, further research revealed significant
shortcomings, namely: tendency to overfit and impossibility to expand the collection of documents.

The next stage in the development of topic modeling was latent Dirichlet allocation (LDA). The method
was first proposed in 2000 by J.K. Pritchard, M. Stevens, and P. Donnelly in the context of populational genetics,
but three years later, the work of David Blay, Andrew In, and Michael Jordan was published on the use of latent
Dirichlet allocation for topic model construction [17].

In LDA, as in pLSA, each document is considered a set of different topics, but the essential difference
between the methods is that in the latent Dirichlet allocation it is assumed that the distribution of topics is a priori
the distribution of Dirichlet. Because of that, a much more correct set of topics is obtained. Also, with the help of
Bayesian regularization, the main shortcomings of probabilistic latent semantic analysis are eliminated [18].

The latent Dirichlet allocation is still considered the primary topic modeling method since its further
development is reduced mainly to LDA improvement. Hundreds of modifications of the LDA model are known,
which take into account various specific features of text collections, such as the correlated topic model (CTM) [19],
pachinko allocation model (PAM) [20], etc.

Proposed approach and its implementation

Latent Dirichlet allocation is one of the most common methods of topic modeling used by data scientists.
Therefore, it was used to create a topic model of the text document collection in this study. However, proposed
approach is applicable in combination with any modern topic modelling method.

The collection of documents, the topic model of which was created, consisted of 2926 files. These are
mainly scientific works in the Ukrainian language, devoted to civic identity and related concepts such as civic values
and culture, social and organizational identity, archetypes, game theory, trust, historical memory and the
phenomenon of identity in general. Number of files according to their extension: .pdf — 1388, .docx — 1134, .doc —
344, rtf — 52, .djvu— 8.

The Python programming language was used to build a topic model. Many libraries were created to solve
problems of different spectra due to its popularity among analysts, data scientists, machine learning specialists and the
cohesion and activity of the developer community. For example, there are instrumentalities for natural language
processing, stemming (extraction of word bases in synthetic languages, such as Ukrainian, so that the words like "mic"
(forest), "micy" (of forest) and "micuuit" (forest) are not regarded as three different terms) and topic modeling itself.

The software product is divided into two logical parts. The first part is a data processing module that
contains the logic of its loading, pre-processing, deleting punctuation, numbers, hyperlinks, stop-words, post-
processing, pruning, etc. Each document is processed in the form of a pipeline, which consists of such stages:

- file loading;

- text extraction;

- removal of improper symbols;

- tokenization (splitting text into words);

- removal of stop-word;

- stemming of each token;

- pruning;

Firstly, the program determines the names of all documents in the folder and extracts their textual
information with the help of the textract library. The latter provides tools for processing files of various formats,
starting from doc and pdf documents and ending with inscriptions on png and jpeg images. Because textract
methods make it possible to read the text as a sequence of bytes, we also need to translate each document processing
result into UTF-8 format for the correct display of Cyrillic characters. Also at this stage, all characters are translated
to lowercase.

The next step is the removal characters that do not belong to the Ukrainian alphabet, such as various
punctuation, diacritics, mathematical symbols, and so on. This is realized by means of a special regular expression
which is passed to the substitution function to replace matches with an empty string.

Regular expressions are a powerful tool for operating text. They are used for high-speed search by arbitrary
template, text transformation, form validation, description of parsers' grammar for programming languages, etc. In
our case, we use the regular expression “[“abBrraeexsuiiiiknMuonperydxuumimeios\s]” - a negated
(complementary) class with all lowercase letters of the Ukrainian alphabet and space (\s stands for space symbol).
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All the characters of the text that are not in square brackets match it, and when the search engine finds such a
character in the text of the document, it will replace it with an empty string or, in other words, delete it.

On the one hand, this step makes it possible to get rid of dates, page numbers, formulas, punctuation marks,
hyperlinks, foreign words and other parts of the text that do not have a thematic coloring and will only clutter the input
data for training the model, which significantly facilitates data processing. However, as a result of deleting all non-
Ukrainian characters and punctuation of the text, invalid terms may appear (for example, "K.Marx" will become "kmarx").
Because of this, more thorough filtering of the dictionary and bags of words will be required at the pruning stage. After
deleting extra characters, the text line of the entire document is broken into separate words (so-called tokens).

Next, each word is checked for belonging to a set of stop-words. A database of stop-words formed from 6
different sources found on the GitHub platform was used. However, since natural language processing is a relatively
young branch of Ukrainian data science, at the moment, there is no complete collection of stop-words for the
Ukrainian language, so the database was also extended by hand. Its total size is 1995 words; it contains the most
commonly used words (various prepositions, conjunctions, parts of phrases, etc.) that do not have a semantic
meaning but are only used to form sentences. Some of the words: “rax” (yes, such, as), “moxe” (can, maybe), “adbu”
(to), “temrep” (now)...

At the next stage, the base words are extracted during so-called stemming. This is a crucial part of any
work with natural languages, especially with synthetic ones (as Ukrainian). In such languages, words are inflected,
agglutinated, combined with prefixes and suffixes, turned from one part of speech into another without losing their
thematic meaning. Without stemming, the words “6ir” (run), “6iryn” (runner), “Oiryuu” (runners), “3a6ir” (run),
“Oikyunit” (running) that refer to the topic of running and have a common base word, will be considered as five
different, not interconnected words. After base word extraction, the dimensionality of the general dictionary will be
reduced dramatically, which significantly facilitates the topic model construction. However, like other NLP tools,
there is no known software for Ukrainian language stemming that would cope with its task perfectly. Uk_Stemmer
turned out to be the best available at the time of writing this work, so it was used to stem the tokens. The stemmer
does not always extract base words correctly, sometimes leaving suffixes or prefixes, so even after additional
manual filtering, invalid terms, such as “yxpain” (Ukraine) and “ykpaincek” (Ukrainian), can sometimes be found in
bags of words. This drawback makes the accuracy of the topic model worse, but the only way to solve this problem
is to use a more efficient stemmer.

As soon as the data has been extracted, cleaned, tokenized, filtered and stemmed, it is ready for use in the
LDA algorithm. However, experiments on building a topic model based on such data revealed problems related to
the fact that there were still many words in the dictionary that were not useful for topic modeling, and some did not
correspond to reality. In the initial experiments, the resulting topics contained many surnames and names of authors
of scientific works, cities where works were published, words with spelling errors or incorrect terms (as in the
example of "K.Marx"). Therefore, it was decided to introduce an
additional step of filtering the dictionary - pruning (Fig. 1).

To handle this problem, the topic modeling results were visualized

CyCninec |
regacmmoswl|

i |

using the pyLDAvis library, which made it possible to see the words that rymin |
form particular topics and their importance coefficient. Those that turned out ) cTepeoTunizay; |
to be invalid were "blacklisted" - added to the pruning file. Therefore, after y nia |
stemming, each term is additionally compared with the list of invalid words paneh |
and is not added to bags of words in case of belonging to the list. 3 Ml
The set of invalid terms includes 270 words, most of which are ey
. . - . - MOCKOBWY I
proper nouns, abbreviations and words with spelling mistakes. e
 Thesecond part of the software product is responsible for e crpou |
building a topic model itself. Fig. 1. Invalid terms

Thanks to the tools provided by the gensim
library for building statistical generation models and
processing natural languages, Python has a high-level
functionality for transforming data to the format required
for LDA to work. The general dictionary of the collection
is formed using the corpora.Dictionary() method of the
library to which the collection of documents is transferred.
The bags of words required by the LDA are formed by
matching the resulting dictionary to each document in the
collection. The vector of all bags of words is the corpus in
terms of the Latent Dirichlet allocation. Next, an object of
the gensim.models.LdaMulticore class is initialized to
which the created dictionary, the bags of words of each
document, and the expected number of topics T are passed. The parameters o and  are determined automatically in
accordance with a given number of topics T. Using the LdaMulticore class instead of LdaModel speeds up the
construction of a topic model, because the calculation of the expected value and correction of model parameters that
occur during the iterative training algorithm are parallelized. At the output we get T topics in such form (Fig. 2):

The number marked in violet is the index of the topic, starting with 0, and yellow is the vectors of terms

Fig. 2. Topics of the model
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with a certain weighting factor that make up the topic.

In order to get a more informative representation of the results of topic modeling of a text document
collection, it is necessary to use visualization tools. As mentioned in the previous section, each topic can be
displayed in the form of a word cloud, as this is sufficient to understand clustering results. However, because the
model was in the testing phase, such visualization techniques were used instead: histogram, illustrating the
distribution of term usage within the topic; histogram, illustrating the distribution of term usage throughout the
whole corpus; intertopic distance map.

The pyLDAwis library was used to visualize the results of document collection topic modeling.

Experiments

In the first experiments, as noted above, the shortcomings of the existing mechanism of stop-word filtering,
Stemming, and mistake handling Intertopic Distance Map (via multidimensional scaling) Top-30 Most Relevant Terms for Topic 2 (24% of tokens)
were revealed, due to which the ‘
obtained topic model did not ,
correspond to reality.

After the stop-word
database became almost 20 times 0
bigger and an additional data  .: g »
processing step (pruning) was . < . ,,}
introduced, which should not 3
allow invalid terms in the general —
dictionary and corpus, these
problems were solved.

Topic modeling of a
collection of 30 documents St
randomly selected from a dataset
with parameter T=15, gave the
following results (Fig. 3):

The intertopic distance map showed that the number of clusters was too large for construction of an
effective model of text document collection. The topic Ne2 (“civic identity”), Ne9 (“person”), Ne7 (“professional
activity”), Ne3 (“social roles”) and Nel (“psychology”) are clearly expressed.

The second topic ("civic identity") includes: "rpomansHcbk” (civic), "inentnunoct" (identity), "ykpaiHchk"
(Ukrainian), "nomituan" (political), "cycninbeTs" (society), "Harionanss" (national), "comiansa" (social), "po3BUTK"
(development)

The ninth topic ("human") includes: "moaua" (human), "cyGekt" (subject), "rpyn" (group), "ocoG"
(individual), "comianbu" (social), "ocoduct" (person), "npodiem" (problem), "imenTuunoct” (identity).

The seventh topic ("professional activity") includes: "npodeciiin" (professional), "misuibHOCT" (activity),
"ocobucticH" (personality), "moceing" (experience), "mpamiBHuK" (worker), "mocmimkyBan" (studied), "amamrarmi"
(adaptation), "cepemopunt" (environment).

The third topic ("social roles") includes: "ponboB" (role), "pon" (role), "po3sutk" (development), "miHHicH"
(value), "ocobuctoct" (personality), "cyOekTHicT" (subjectiveness), "ncuxoapam" (psychodrama), "xurteB" (life).

The first topic ("psychology") includes: '"cyGekt" (subject), "cormianpHorncuxomnoriun" (socio-
psychological), "pomsoB" (role), "yumnk" (act), "ocoOmctoct" (personality), "BuOop" (choice), "mcmxomor"
(psychology), "daktopu" (factor),

(¢ W) * 10g(p(t | w)/p(t))] for topics t: see Chuang et. al
1-A)* p(w | t/p(w); see Sievert & Shirley (2014)

Fig. 3. Topic model with 15 clusters

”KOHCbﬂiKT" (Conﬂict) Intertopic Distance Map (via multidimensional scaling) Top.?:;, M°5‘RE|GV3”‘TE‘:"‘5'UTTODIC311-6M7%0Hok~a:n5)
The remaining topics were o

not explicit enough for their £, —

possible interpretation and use for : =

the categorization of documents. In : . o ==

addition, most of them overlapped
partially (topics Ne4 and Ne5) or
completely (topics Nel and NeS). :

Thus, it was decided to
reduce the number of topics to
seven because this number of topics
would let the model be easily
interpreted. At the same time, the )
topics will not be too general, :
which would deprive any meaning
of clustering (Fig. 4).

The most expressed topics were Ne4 (“professional activity”), Ne3 (“identity”), Nel (“social roles”) and Ne2
(“personality”). Topic Ne6 has less clearly defined boundaries, as it contains terms associated with volunteering,
psychology, culture and other types of human social activity. Although topics Ne7 and Ne5 do not overlap and are
not even close on the intertopic distance map, they turned out to be very close in general thematics: both topics

Fig. 4. Topic model with 7 clusters
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focus on professional activity but are closer to topics Ne3 and Nel respectively.

Topics 1-4 together cover 92, 7% of all terms in the general vocabulary. This fact indicates that from the point
of view of the classification task, the given number of topics is still too large, and at a value of T=4, it would be
possible to unambiguously categorize the collection of documents, obtaining more or less “pure” topics. However, one
of the advantages of unsupervised machine learning methods is the absence of predefined rules, which provides an
opportunity to identify hidden relations and build new hypotheses on the clusterization results basis.

Therefore, topics Ne7 and Ne5 were left as a context extension of topic Ne4 by topics Ne3 and Nel
respectively for further analysis of the topic model with the involvement of an expert in the subject area.

Discussion
I. Petrovska, an expert in political psychology, researching the phenomenon of civic identity for six years,
has more than 25 scientific publications on this issue, was involved in evaluating the constructed topic model of the
collection of text documents.
As a result of expert evaluation of the topics singled out during the modeling, it was proposed to clarify the
formulation of cluster names based on the semantics of the sets of words that form them.
In particular, the topic Nel, formerly called "social roles", was renamed "social role of the citizen" (Fig. 5).

POnbLOE
ocoducTocT
pon

KUTTEE
ocoducTicH
rPOMANRHCHK
ey

Fig. 5. ""Social role of the citizen"

If citizenship means a certain formal status, rights and responsibilities, then in this respect, a person gets a
specific role - the role of a citizen that they must play throughout life. In this case, it is possible to interpret civic
identity at the individual level in the context of modern role theories of social psychology (E. Bern, E. Goffman,
etc.). The individual may, to varying degrees, identify themself with the role of a citizen, "know their role" good or
bad, but in each case, the role of the citizen becomes part of their role repertoire [21].

Given the concepts that form the topic Ne2 (Fig. 6), its name was changed from “personality” to
"subjectness of personality".

cyBekT
couianbx
cyDexTH
AKTMBHOCT
cyBekTHOCT

S
=
E}

NOHATT
CTaHOBNEeHH
BYMHK

Fig. 6. ""'Subjectness of personality*

According to the expert, it is the individual's subjectivity that has a significant impact on the formation of
civic identity. Considering subjectivity as an integral property of personality, which is manifested in the ability to
independence, activity, initiativeness, responsibility, self-determination, self-regulation and self-improvement, to a
conscious and active attitude to the world and oneself in it, as an initiative-creative principle of personality, which
helps to set goals and outline life plans, choose life strategies, create conditions for personal development. The
subjectiveness of an individual is an essential category for achieving self-identity, building a holistic image of "l as a
citizen", civic self-determination [22].

The analysis of the terms that form the topic Ne3 gave grounds for correcting the name of the topic from
"identity" to "social identity" (Fig. 7).

couianex
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Fig. 7. ""Social identity"

Civic identity is an element of the system of an individual's social identities. A crucial indicator of mature
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civic identity is its inclusion in the individual's system of social identities (the presence of civic identity in the
subjective hierarchy of other personal identities). Otherwise, when civic identity is not an element of the system, not
included in the significant (emotionally and existentially) meanings, it will have the character of a superficial layer,
which is not sufficiently developed and easily changes depending on the external situation [21]

In contrast to the previous three topics, which under minor adjustments in names, the topic Ned was
significantly reformulated (from "professional activity” to "individualization of civic identity") taking into account
the essential characteristics of the formation of civic identity (Fig.8).
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Fig. 8. "Individualization of civic identity"

Individualization of civic identity is associated with the beginning of the practical implementation of an
individual's life plans in the organizational space of the state, in particular, with the beginning of professional
activity and building of own career, acquisition of personal experience of activity in the organizational environment
of the state. Civic maturity is achieved through the individualization of the meanings of citizenship. The personal
attitude to the state and fellow citizens develops; meaning and value are given to one's citizenship. The content of
civic guidelines will depend on the perception of opportunities/conditions of self-realization in the organizational
environment of the state, security (stability, existence of social guarantees), social recognition. On this basis, the
awareness and understanding of the content and meaning of life as a citizen in the state are formed [21].

The expert suggested removing the clusters Ne5 (4.1%), Ne6 (1.6%) and Ne7 (1.5%) from the topic model,
as they do not have characteristics sufficiently expressed for a qualitative semantic interpretation.

In general, the obtained topic model of the text document collection received a positive expert assessment.
According to the expert, the topics that were singled out represent an idea of the civic identity phenomenon and,
when used to categorize documents, can simplify researchers' work with literature sources on this issue. This
demonstrates the efficiency of proposed approach.

Conclusion

Topic modeling is a process of building a topic model that involves the simultaneous, usually fuzzy,
clustering of words and documents by their semantic proximity. It is assumed that documents are formed due to a
combination of a number of unknown topics, with each topic covering a set of words, the observation of each of
which in the document with a certain probability indicates that the document belongs to this topic. Thus, the topics
of the model are a set of hidden (latent) variables of known size that are subject to detection. Since the set of topics
is usually much smaller than the set of all used words, topic modeling allows representing the document as a vector
in the topic space instead of representation in the term space, as a result of what the document has fewer
components, which allows faster and more efficient processing. The formed clusters reflect semantic interrelations.
Therefore, topic models are also used to reveal trends in scientific publications or news streams, for classification
and categorization of documents, images and video streams, for information retrieval, including multilingual,
tagging web pages, detecting text spam, and referral systems and other applications.

The main methods of topic modeling include LSA (latent semantic analysis), pLSA (probabilistic latent semantic
analysis), LDA (latent Dirichlet allocation), and various specialized adaptations of the latter, i.e., CTM (correlated topic
model) or PAM (pachinko allocation model), etc. The specificity of the LSA method is that the input word-document
matrix is decomposed into two separate matrices (document-topic and topic-word) during the construction of the model.
At the same time, pLSA, LDA and modifications of the latter are based on generative probabilistic models and iterative
improvement of their initial approximation using the Expectation-Maximization algorithm.

The method of latent Dirichlet allocation was used to build a topic model of a collection of scientific
publications on the issue of civic identity and related topics, since, among all well-studied methods, its probabilistic
model is, in essence, the closest to the fundamental nature of the topics as a semantic phenomenon. However, the
proposed approach is applicable with any of the other modern topic modelling methods.

A software product implemented in Python consists of two components. The first is a module for working
with data, which implements almost all its loading and preprocessing logic. The most important part of the first
module is the data transformation and filtering pipeline, the structure of which is described in detail in the section
devoted to proposed approach. The second module converts the document-word matrix into a word bag vector,
forms a general dictionary of the collection, calculates the TF-IDF metric, performs topic modeling, the results of
which are exported as an HTML page that can be viewed in any modern browser.

The topic model of the collection of scientific publications on the issue of civic identity and related topics
was obtained with the help of the developed software. After minor optimization the number of 7 topics was reached.
The most expressive topics identified during the modeling were given the following names: Nel - "social roles", Ne2
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- "personality”, Ne3 - "identity", Ne4 - "professional activity".

An expert in political psychology, who studies the phenomenon of civic identity, evaluated the topics
singled out during the modeling, and proposed to clarify the formulation of cluster names based on the semantics of
the sets of words that form them.

In general, the obtained topic model of the text document collection received a positive expert assessment.
According to the expert, the topics that were singled out represent an idea of the civic identity phenomenon and,
when used to categorize documents, can simplify researchers' work with literature sources on this issue. However,
the expert suggested removing the clusters Ne5 (4.1%), Ne6 (1.6%) and Ne7 (1.5%) from the topic model, as they do
not have characteristics sufficiently expressed for a qualitative semantic interpretation.
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